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Abstract 
 

In most of video games, the Non-Playing Character (NPC) behavior and movement are usually scripted. Players who have exploited the 

NPCs weaknesses will be able to beat them easily and there will be no freshness in player experiences. However, if the character can 

adapt and learn from the environment, it will be more interactive since players need to find new weaknesses to exploit. In this project, an 

agent that can learn by itself in the game which is introduced. This ongoing project investigates and compares the available self-learning 

algorithms used in game development and will be implemented as the intelligent agent. The Fourth Industrial Revolution (IR 4.0) has the 

potential to raise global income levels and improve the quality of life through Artificial Intelligence (AI) programs.  AI has made possi-

ble new products and services that increase the efficiency and pleasure of our personal lives such as dynamic games that can learn from 

its environment. 
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1. Introduction 

 Games development needs a specialize tools to capture the 

movement for the move set of character which cost around 

USD1500 per day refers to [1]. On top of that, for a big game like 

Role-Playing Game (RPG) needs lot of more characters to input 

the move set for each of them. Artificial Intelligence (AI) in game 

development provides intelligent behavior to the NPC and it has 

been a great substitute for players to interact without another hu-

man player.  Conventional games are fixed and learn from a set of 

rules and states. They do not learn from environment. Additional-

ly, most AI game movement still have some deficiency with it for 

example the movement is not smooth and natural.  In game AI, 

characters should appear dynamic and adaptive to the changing 

environment to create extra challenges and fun for human players.  

This ongoing research investigates the possibility of using unsu-

pervised learning method known as Neuro-Evolution of Augment-

ing Topologies (NEAT).   It is a method for evolving artificial 

neural networks with a genetic algorithm. NEAT was introduced 

by Ken Stanley from Austin University [2] implements the idea 

that it is most effective to start evolution with small, simple net-

works and allow them to become increasingly complex over gen-

erations. 

2. Self-Learning Algorithm 

NEAT is a complex reinforcement learning technique for evolving 

neural networks using Evolutionary Algorithm (EA). NEAT is the 

combination of the usual search for appropriate network weights 

with complexification of the network structure. This allows the 

neural network behaviour to become more sophisticated over gen-

erations.  Figure 1 shows a genotype represented as a phenotype. 

The connection between nodes 2 and 4 is disabled so that it is not 

expressed in the phenotype. 

 
Fig. 1.  NEAT genotype to phenotype mapping example [2] 

 

Each genome in NEAT has a list of connection genes which 

shows the two nodes genes is connected.  Each connection has its 

own in-nodes, out-nodes, the weight of the connection, whether 

the connection gene is expressed, and an innovation number, 

which is used for finding corresponding genes during crossover 

[2].  NEAT has been used in training a human like muscular-

skeleton arm model. The uniqueness of its smooth and natural 

movement as well as low energy cost has attracted many research-

ers’ interest. The muscular-skeleton arm model has three link 

driven by nine muscles and propose a control model with two 
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neurocontroller trained by the NEAT algorithm. To evolve the 

network, sets of training is generated by using forward kinematics, 

geometry relationship and muscle mechanic equation. By using 

two neurocontrollers, Position-Angle and Angle-Activation, the 

control model can deal with the redundancy and non-linear prob-

lems in separate neurocontroller at the same time [3]. The review 

of several types of NEAT algorithm is presented in Table 1. 

 

Table 1.  Summary of NEAT series. 

 

 
 

This research adopts HyperNEAT algorithm because it has some 

unique features which can be used to train the character or intelli-

gent agent as described in the next section. 

3. Game Development in 3D Format 

HyperNEAT algorithm will be implemented in a modelling soft-

ware. The 3D model will then be applied in Unity3D to implement 

the move sets and also implements the algorithm. Unity3D allows 

the 3D model to get an input which is the move sets and produce 

the output which is the simulation of the 3D model as shown in 

Figure 1. It will be developed using C#. 

 

 
Fig. 1.  Example of 3D model used in Unity3D. 

 

 
Fig. 2. An example of training course. 

 

At this stage, the training of the intelligent agent is in progress. 

The intelligent agent will be trained from a generation to a genera-

tion and stops when it has produced the best and consistent results. 

The intelligent agent will have to pass several courses as shown in 

Figure 2 with obstacles such as walking on a steep path and une-

ven terrain. This will test the stability of the intelligent agent and 

making them learn on how to stabilize themselves. In each itera-

tion of generation, the data is recorded to be analyzed later.  The 

algorithm of NEAT begins with calculating the statistic for each 

specie (mean fitness, target size, number of offspring to produce). 

The algorithm includes trimming the species to produce only the 

elite genomes which will be evaluated. 

4. Conclusion 

 Game development requires the character to be animated and 

flexible so that human players will have fresh experience when 

playing the game. On top of that, animating the game characters 

usually requires high cost.  Many existing technologies are using 

static codes on the NPC thus making the game predictable. The 

research proposed on the evolution of the NPC using HyperNEAT 

algorithm so that they can adapt and bring fresh experience to 

players.  The interest in gaming had shifted from learning how 

best to beat human players to enhancing human players' gaming 

experience with AI. The most common role for AI in video games 

is the NPCs.  Many research have found that video games can 

distribute intelligence between the player and artificially intelli-

gent virtual characters such as the NPCs.  Smart and intelligent 

machines are one of the key components in IR 4.0.  Thus, intelli-

gent game development may have significant primary market 

research at present and in future. 
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