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Abstract 
 

Gene is not responsible for many Human Diseases and instead, diseases occur by different or group of genomes interacting together and 

cause diseases. Hence it is need to analyse and associate the complete genome sequences to understand or predict various possible human 

diseases. This research work focused i. Hierarchical-Random Forest based Clustering (HRF-Cluster), ii. Genetic Algorithm-Gene Associa-

tion Classifier (GA-GA) and iii. Weighted Common Neighbor Classifier (wCN). These Classifiers were implemented and studied thor-

oughly in terms of Prediction Accuracy, Memory Utilization, Memory Usage and Processing Time. To improve the performances of the 

Gene Classifiers / Predictors further, this research work was proposed and implemented Gene Signature based HRF Cluster, G-HR. Re-

sults show that that the performances of the proposed Classifier G-HR is outperforming as compared with the identified three Classifiers 

in terms of Disease Pattern Prediction, Processing Time, Memory Usage and Classification Accuracy. To improve the performance of the 

system further in term of Processing Time, the proposed model G-HR is implemented under Parallel Framework and evaluated. That is the 

model is tested with Two, Four, Eight and Sixteen Parallel Processors and from the results, it is established that the Processing Time de-

creases considerably which will improve the performance of the Proposed Model.  
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1. Introduction 

DNA Microarrays have designed for measuring the transcriptional 

levels of DNA and RNA transcripts. These RNA transcripts were 

derived from group of genes of a genome [1-5]. The signature of 

Gene expression in the biomedical field used to identify a few hu-

man disease patterns [1], [2], [10]. Associating genes with geno-

types or phenotypes is demanding research topic in bioinformatics 

which is called as disease-gene association research. This might be 

called as identification or prediction of disease genes.  

Even though there are numerous classification mechanisms like 

Support Vector Machine, Neural Networks proposed to study and 

predict the complex disease patterns, we needed further more Mod-

els to achieve higher prediction accuracy [12-17]. It is noted from 

the literature survey that a few types of diseased-Gene prediction 

methods (Genetic Disorder) have proposed to identify Genes asso-

ciated various diseases [18-23], [26], [29-31]. To improve the clas-

sification accuracy, a few methods established a set of Known Dis-

ease Genes [1], [2], [5], [11], [24], [25], which is used to predict 

various diseases by Computational Disease Gene Prediction Meth-

ods. This work identified recently proposed three classifiers and 

studied thoroughly. Based on observations, this work proposed an 

efficient Gene Classifier/Predictor called Gene Signature based 

HRF Cluster G-HR. This was implemented with Uni-Processor [1], 

[22], [27], [28] and Parallel Processors as well. The detailed proce-

dures are discussed in the following sections. 

This Research paper is arranged and written as follows. The Section 

2 briefly described the recently proposed DNA Sequence Classifi-

ers namely i. Hierarchical-Random Forest based Clustering (HRF-

Cluster), ii. GA-Gene Association Classifier (GA-GA) and iii. 

Weighted Common Neighbor (wCN). The proposed Gene Signa-

ture based HRF Cluster, G-HR Model implemented in Uni-Pro-

cessing and Parallel Framework as well is described in Section 

3.The results and strengths of the proposed model in Uni-Pro-

cessing as well as Parallel Processing is discussed at Section 4 and 

Conclusion was given in Section 5. 

2. Sequence classifiers 

This work identified three DNA Classifiers[1,2,3,4,5]. namely i. 

Hierarchical-Random Forest based Clustering (HRF-Cluster), ii. 

Genetic Algorithm based Gene Association Classifier (GA-GA), iii. 

Weighted Common Neighbour (wCN) for thorough study. The 

following sections discussed all the above mentioned three 

Classifiers. 

2.1. Hierarchical-random forest based clustering (HRF-

cluster) 

The clustering analysis is basically proposed for evaluating the 

clustering methods and from the literature survey, it was noticed 

that Multiple Clusters could be employed to improve classification 

accuracy when Data Sets are larger in size. The Multiple Clusters 

need to grouped together for cross validation. This was proposed by 
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the researcher[1,2]. In that model, all Clusters have been analysed 

through Training Models with the known Test Data Patterns. The 

Euclidean distance method was used to calculate the similar and 

closer Clusters. This is an appropriate approach to construct closest 

cluster.  

The Euclidean distance was calculated with the following equation 

1. 
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Hierarchical Clustering method was facilitating to group smaller 

closet clusters to relatively bigger one to compare comfortably. 

Since a few clusters practically have less number of points, it is ne-

cessitate to group all these smaller groups together.  

To avoid over-fitting, the Random Forest Classifier is chosen by the 

author for this clustering approach. This is enabling the model to 

improve classification accuracy. A few strengths such as higher 

classification accuracy, parallel clustering and minimizing errors 

and outliers of the Hierarchical Random Forest approach was es-

tablished [1-3]. 

2.2. Genetic algorithm based gene association classifier 

(GA-GA) 

In this Genetic Algorithm based Gene Association study, the au-

thors Koosha Tahmasebipour and et. al. [1], [2], [4] proposed a Ge-

netic algorithm based Computational Disease-Gene Association 

method. From the literature survey, we noticed that the Genetic al-

gorithms were suitable proven model to solve NP problems [1-3]. 

It generally tries to develop a population of candidate solutions ie 

chromosomes for the problem. According to this model, each and 

every candidate solution is assigned a fitness value and these values 

can be measured by fitness function. In this Genetic Model, the Mu-

tation is representing ie mimicking the possible mutations when 

new individuals have been reproduced. 

This method is trying to develop a group of candidate genes with 

the entire set of already-known disease genes. As represented in the 

Equation 1 which is called as Modularity Function Q, that devel-

oped by the author Luo [1], [2], [9] the modularity of the commu-

nity is optimized from created Gene communities and the same can 

be optimized ie communities can be optimized. The Equation for 

the Modularity is given below. 

 


 


Ci

               
)()()(

)(
  )(

CKCKCK

CK
CQ

out

i

in

ii

in

i

                                               (2) 

Where 

 
        ),()( 

Cj

in

i jiECK
                                                                (3) 

 

This is representing the number of edges connecting i to another 

remaining nodes in C and 
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This equation 4 is representing the number of edges connecting i to 

the nodes which are not exit in C. The concept of the scoring system 

which is as shown in the Equation 1 proposed by the authors [1,9] 

is that the Genes which are frequently selected to be in the optimiz-

ing communities will have more association with disease genes and 

this will have more score also as discussed. 

2.3. Weighted common neighbor (WCN) 

The Common Neighbors is the Clustering Scheme that used for 

considered as one of the frequently using local measures. It is also 

noticed that this model is for improving prediction accuracy, we 

could introduce weighted links.  

From local measures, the authors [1], [2], [4-5] considered Com-

mon Neighbors and its weighted links and variants as Weighted 

Common Neighbors. 

In each and every pair of disconnected vertices vi and vj the score 

of link prediction measure can be computed as S(vi,vj). After calcu-

lating scores for all link pairs, ranking either in ascending or de-

scending order is possible. 

Let us consider two vertices, vi and vj, which are likely connected 

together and the measure can be calculated as 
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The Weighted Common Neighbor (wCN) can be measured [1], [4-

5] and defined as  
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The weighted average of local links connecting the common Neigh-

bors of x, y and z can be measured as 
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3. G-HR gene signature based HRF cluster 

Identifying Gene Signatures for predicting the various Gene 

Patterns with highest accuracy is most essential and this can be used 

to construct high accuracy Gene Classifier/Predictor for clinical 

tests and applications[1,6,7,8]. Thus this research work proposed an 

efficient Gene Signature based HRF Cluster called G-HR. The 

Procedure is discussed elaborately in the following section. This 

model was proposed and implemented as shown in the Figure 1 to 

achieve higher Pattern prediction and classification accuracy.  

3.1. G-HR Procedure 

The procedure of the proposed G-HR method is follows. This can 

identify gene sets that are associated with genes expression and its 

subset clusters. It will form Clusters based on the distances of points 

which can calculate with Euclidean Distance Model. The proposed 

model capable of merging clusters depends on its sizes.  

It is capable of eliminating noises and outlies so that the misclassi-

fication can be reduced which will help to maximize the classifica-

tion accuracy. The Closest Cluster built by Hierarchical Random 

Forest Model was further optimized through Genetic Algorithm 

based Hierarchical Random Forest Model. As a whole, this pro-

posed model achieves higher classification accuracy. 

1) Collect Genome Sequence Training Data 

2) Create Multiple Clusters through Euclidean Distance  

3) Find Similar Clusters based on distance Calculated 

4) Find Clusters with less points and merge together through 

Hierarchical Cluster  

5) Validate through Hierarchical Random Forest 

6) Minimize Misclassification Rate through GA-HRF  

7) Maximize Area Under Curve (AUC) Measurement 

8) Select Most Closest Cluster through GA-HRF 

9) Remove Redundant Clusters through Spearman Rank 

Correlation Model  
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Fig. 1: Proposed Ghr Cluster. 

 

 
Fig. 2: Parallel Framework of the Proposed GHR Cluster. 

3.2. Parallel computing framework 

The proposed G-HR Method was implemented under Parallel Com-

puting Framework to improve the performance of the proposed 

model in term of Execution Time. The Parallel Framework Archi-

tecture was shown in the Figure 2. The Model is designed to predict 

the Pattern in parallel by Processors. That is this work has evaluated 

the model with Two Processors, Four Processors, Eight Processors 

and 16 Processors. 

4. Experimental study and analysis 

The experimental procedures and simulations are carried out by this 

research work by using the Genome Sequence Data Sets, Master. 

MER [1],[2]. This was taken from NCBI for study which have de-

scribed in this section.  

Simulations are conducted to examine the performances and pre-

diction abilities of the proposed Gene Signature based HRF Cluster 

G-HR along with the recently proposed classifiers i. Hierarchical-

Random Forest based Clustering (HRF-Cluster), ii. GA-Gene As-

sociation Classifier (GA-GA) and iii. Weighted Common Neighbor 

(wCN) Classifiers.  

 

 
Fig. 3: Processing Time in Ms (Parallel Processing) vs. Classifiers 

 

This paper considered 10 different Genome Genes Data Sets cate-

gories for predicting possible diseases and each category has 50,000 

records and in total there are 500000 records used for performance 

analysis of the proposed model. The experiment with single proces-

sor was repeated number of times and average probabilities for pre-

dicting possible diseases were recorded. 

 

 
Fig. 4: Processing Time in Ms (Uni-Processing) vs. Classifiers. 

 

 
Fig. 5: Memory Usage in Bytes(Uni-Processing) vs. Classifiers. 
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Fig. 6: Memory Usage in Bytes (Parallel Processing) vs. Classifiers. 

 

 
Fig. 7: Pattern Prediction Accuracy (Parallel Processing) vs. Classifiers. 

 

As mentioned earlier, the Genome Data Sets of various human ge-

nome patterns were considered for simulation. The performances of 

the above discussed Genome Classifiers have been studied in terms 

of Execution / Processing Time, Memory Usage and Prediction 

Classification Accuracy.  

The experiment with Multi-Processors say 2, 4, 8 and 16 Processors 

was repeated number of times and average probabilities for predict-

ing possible diseases were recorded. It was noted that the Execution 

Time was reduced as number of processors involved were increased 

for Classification / Prediction. 

This Research Work has developed the Interfacing Tool with the 

help of VC++ Programming Language to extract and validate the 

Gene Expressions which are downloaded from NCBI. The vali-

dated data is fed into BioWeka for analysing the proposed Genome 

Classifiers in terms of Execution / Processing Time, Memory Usage 

and Prediction Classification Accuracy. 

 

 

 

 

 

 

 

 

 

 

 

Table 1: Performance Analysis of the Proposed Classifier G-HR 

 
 

The proposed Gene Signature based HRF Cluster G-HR and the re-

cently proposed classifiers namely i. Hierarchical-Random Forest 

based Clustering (HRF-Cluster), ii. GA-Gene Association Classi-

fier (GA-GA) and iii. Weighted Common Neighbor (wCN) were 

implemented, executed with [1], [2], [4], [8], and 16 Processors and 

analysed thoroughly. 

The experimental results of the comparative study of the proposed 

model executed by Uni Processor and Multi Processors interm of 

Processing Time, Memory Usage and Prediction Classification Ac-

curacy were tabulated in the Table 1 and Figure 3 and Figure 7 as 

well. From the results, it was noticed that the proposed classifier 

predicts more diseases as compared with the existing Classifiers. 

From the Figure 3 and Figure 4, it was noticed that the Execution 

Time by the Parallel Processors is lower than that of the Uniproces-

sor for prediction patterns.  

From the Figure 5 and Figure 6, it was noticed that the Memory 

Usage by the Parallel Processors is higher than that of the Unipro-

cessor for pattern prediction. This is happened as each processor 

holds Datasets in Memory for Classification and Prediction.  

It is also established that the Prediction Accuracy remains the same 

by the Uni-Processing Setup and Parallel Processing Framework, 

which are shown in the Figure 7 and Table 1.  

5. Conclusion 

This research work is implemented the three Classifiers, namely 

Hierarchical-Random Forest based Clustering (HRF-Cluster), 

Genetic Algorithm-Gene Association Classifier (GA-GA) and 

Weighted Common Neighbor Classifier (wCN) and studied 

thoroughly in terms of Prediction Accuracy, Memory Utilization, 

Memory Usage and Processing Time with around 500000 human 

genome patterns. From our experimental results, it is noted that the 

performances of these three classifiers are purely depend on the 

patterns of genomes. To improve the performances of the Gene 

Classifiers / Predictors further, this research work is proposed Gene 

Signature based HRF Cluster, G-HR. This was implemented and 

studied thoroughly. From the experimental results, it is noted that 

the performances of the proposed Classifier G-HR is outperforming 

as compared with that of the identified above mentioned three 

Classifiers in terms of Disease Pattern Prediction, Processing Time, 

Memory Usage and Classification Accuracy. It is also noticed that 

the execution time executed under Parallel Processing Framework 

is lesser than that of Uniprocessor. 
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