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Abstract 
 

The area of computer vision and machine learning for pattern recognition has witnessed the need for research for the development of 

algorithms for different applications such as human-computer interaction, automated access control and surveillance. In the field of com-

puter vision Facial Expression Recognition has attracted the researcher’s interest. This paper presents a novel feature extraction tech-

nique: Gabor-Average-DWT-DCT for automatic facial expression recognition from a person's face image invariant of illumination. Faci-

al Emotions have different edge and texture pattern. Gabor filter is able to extract edges and texture pattern of faces but with problem of 

huge dimension and high redundancy. The problem of huge dimension and high redundancy is reduced by proposed Average-DWT-DCT 

feature reduction technique in order to increase accuracy of system. Proposed Gabor- Average -DWT-DCT provides a compact feature 

vector for reducing response time of system compared to existing Gabor based expression classification. Detailed quantitative analysis is 

done and results that the average recognition rate of proposed technique is better than state of art results.  
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1. Introduction 

Every object, event and process has some pattern to which we can 

assign a name like finger prints, words (hand written), human 

faces, speech signals, DNA sequences etc. Pattern Recognition is a 

process through which patterns in objects and data are found. This 

is a study of observation of the environment by the machine, 

learning from overlap and mix pattern with background and 

evaluate the threshold for making decision of categories from 

unseen of data. Pattern recognition is a process which enables 

classification of an object in one of the category using 

characteristics or features extracted from the object. There are 

wide applications of pattern recognition as Face Biometric 

Identification, Facial Gesture Recognition and Ear Biometric 

Recognition. Today many institutions /organizations are using 

biometric for maintaining employee present and other activities 

like stock market prediction, loan assessment and signature 

recognition are also done using pattern recognition, even when we 

go to see the doctor our health is also measured according to the 

patterns like weight, height etc. Among all Facial expression 

recognition system is an application which is used for designing of 

computer based human computer interface, machine learning and 

artificial system. 

Human faces have various patterns or encoded information as 

gender, unique identity, gesture and age. Retrieval of this infor-

mation from face image has wide applications such as human 

machine interactions, behavioral analysis, biometric authentication 

and de identification. Facial Emotion Recognition is key vital 

research topic for in current scenario and has wide application as 

activity recognition, human-computer interaction. Various re-

search techniques are proposed for facial expression recognition 

but no method is able to provide high level of accuracy. The 

methodology of facial expression recognition includes facial ex-

pression image acquisition, preprocessing, feature extraction and 

classification. The facial expression of individual is changed 

slightly over the years so it is problem for identification after a 

long time of span while iris and ear are not changed over a long 

time [1]. Facial Expression Recognition is used in machine learn-

ing application as robo-human communication and machine based 

interactions. Research Issues in Facial Expression Recognition is 

enhancing the accuracy which depends on preprocessing, feature 

extraction and classification. Among these Feature Extraction is 

the key stage. Optimization of Feature Extraction is a vital process 

which can change the accuracy significantly. The different fea-

tures of unique gesture determination are edges pattern and skin 

color variation in which edge pattern is a key features. Yamada [2] 

suggested that color information of gesture face is key information 

for the classification of expression. Fengjun Chen et al. [3] used 

14 wavelet decomposed regions for enhance the accuracy of facial 

gesture recognition. Sameer S. Kulkarni and John moriarty [4] 

analyzed impact of image block size using discrete cosine trans-

form based feature extraction for facial expression recognition for 

determination of best block size to achieve best accuracy. Bin 

Jiang et al. [5] conclude that DCT based feature extraction tech-

nique have more accuracy compared to 2D Principle component 

analysis feature extraction technique for facial expression recogni-

tion. Xiaoli Li et al. [6] has identified the high dimension and high 

redundancy of Gabor filter feature extraction technique and con-

cludes that local Gabor filters is more beneficial for less running 

time of feature extracting process. Behnam Kabirian Dehkordi et 

al. [7] presented a Gabor filter technique for geometric part as 

such as nose, ear, mouth and eyebrows (with eye) of facial expres-
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sion rather than whole space of face. LinLin Shen and Li Bai [8] 

have proposed combined Gabor wavelets and Kernel methods in 

order to achieve highly discriminative features for face recognition 

and added that Gabor is more robust for illumination changes 

compared to DCT and DWT based techniques. Hybrid based fea-

ture extraction [9] is used to extract features based on Gabor with 

DWT, DCT and Gaussian for gesture recognition. The proposed 

paper analyzed problem of Gabor filter feature extraction tech-

nique and optimized the features extraction stage through Gabor 

features for improving accuracy of gesture recognition.  

Main Contribution: In our paper, we analyzed problem of huge 

dimension and high redundancy in Gabor filter feature extraction 

technique and optimized the features by proposed Average-DWT-

DW-DCT technique in order to improve accuracy and run time of 

system effectively.  

2. Feature Extraction Techniques 

As we have studied that Feature Extraction is the main stage of 

emotion recognition on which accuracy is depended and by im-

proving the feature extraction techniques, we can improve the 

accuracy of emotion recognition system. Recently, there have 

been various methods of feature extraction.  

Here we are discussing related transform based feature extraction 

and Gabor feature extraction techniques which are used in pro-

posed feature optimization technique. 

2.1. Gabor Filter Feature Extraction Techniques    

Gabor filter is used generally for analysis of texture, detection of 

edges, extraction of features, estimation of disparity (in stereo 

vision), etc. Whenever an image is convolved with Gabor kernel, 

it generates highest response at edges and at points where texture 

changes. 
Gabor kernel is represented by following equation 1  

 

Ψ(x,y,λ,θ) = 
1
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𝑤ℎ𝑒𝑟𝑒𝜆=1/f and f denotes the frequency of sinusoidal wave, θ 

represented the projection angle of Gabor kernel and Sx, Sy are 

the standard deviations in 2D-gaussion distribution for x and y 

directions respectively. The parameters x'
 and y' are evaluated 

from x, y and angle as equation 2 [10].  

x'=xcosθ + ysinθ               y'= -xcosθ + ysinθ                              (2)                                                        

The Gabor features are calculated by convolution of input image 

with Gabor filter bank [11] which generates horizontal and verti-

cal edges and texture pattern. I(x, y) is denoted grey-scale face 

image of size a* b pixels in spatial domain. Gabor kernel Ψ (x, y) 

have complex number so the convolution operation is performed 

separately for real and imaginary part which is shown in equation 

3 and 4 respectively. Finally the amplitudes of Gabor confidents 

are shown in equations 5. Finally the amplitudes of Gabor confi-

dents are shown in equations 6 [10]. 

 

Gu,v(x, y) = Ψ (x, y) *  I (x, y)                                                     (3)      

Re(O(x,y))m ,n = I ( x, y ) * Re(ψ(x,y,λm,θn))                               (4) 

Im(O(x,y))m ,n = I ( x, y ) * Im(ψ(x,y,λm,θn))                               (5) 

|O(x,y)|m,n=((Re(O(x,y))m ,n)2+ (Im(O(x,y))m ,n)2)1/2                             (6) 

2.2. Facial Expression Recognition with Discrete Wavelet 

Transform 

In today’s world most of the people use images to attract others. 

Mostly data or images are not used in their original form they are 

compressed and then sent or shared. Wavelet transform is defined 

as decomposition of image into low frequency coefficients and 

high frequency coefficients. The image is regenerated from the 

low and high frequency coefficients and process is called as the 

inverse discrete wavelet transforms [13]. DWT breaks a digital 

signal into sub bands. In this way sub bands are able to have 

better frequency resolutions. DWT is a technique that is used to 

transform the pixels of an image to the wavelets [14]. 

DWT transformation converts the facial gesture image into four 

different frequency sub bands as LL, LH, HL and HH as given in 

figure 1. 

 
 

 

A Sub band 

 

H Sub band 

 

V Sub band 

 

 

D Sub band 

 

Fig. 1: frequency Sub band of DWT 

2.3. Discrete Cosine Transform based feature extraction 

technique 

As DWT transformation, DCT is also used transform an image 

from space domain to frequency domain. Discrete Cosine Trans-

form allows increased throughput through transmission medium, 

video and audio compression, through this medium it makes mul-

timedia systems very efficient. DCT extract the energy infor-

mation of the image and low frequency features is arranged in 

upper left Corner of the DCT matrix and high frequency features 

is arranged into right bottom of DCT matrix [16, 17].  Discrete 

cosine transform is defined [18] as equation (7).   

F(i,j)=α(i)α(j)Ʃ     ∑ ∑ 𝑓(𝑥, 𝑦)𝐵−1
𝑦=0

𝐴−1
𝑥=0 𝑐𝑜𝑠 [

π(2x+1) 𝑖

2𝐴
] cos⁡[

𝜋(2𝑦+1)𝑗

2𝐵
]       (7) 

 

Where i=0, 1, 2…. A-1 and j = 0, 1, 2…B-1. 
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2.4. Feature Reduction Techniques 

If the dimension of features extracted in feature extraction step is 

high the performance of system will be affected so Feature Reduc-

tion techniques are used to reduce the dimension of extracted fea-

tures. Different techniques used for dimension reduction are prin-

ciple component analysis, linear discernment analysis, General-

ized discriminate analysis, canonical correlation analysis, inde-

pendent component analysis.  

Principle Component Analysis: It is a techniques based on statis-

tical too and correlations among features. PCA is used for dimen-

sionality reduction of data by eliminating non-essential infor-

mation. On the each output matrix of Gabor Mean feature optimi-

zation process Gmean, Principle component analysis is applied, 

which generate eigen vectors with corresponding different Eigen 

values.  

The covariance matrix [19] cov(x,y) is generated using 

GmeanT*Gmean. On applying PCA on nxp size of feature matrix, 

it generate Gabor Filter mean PCA Feature Extraction for Gender 

Recognition p*p size PCA coefficient matrix in which each col-
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umn represents eigen vector corresponding to decreasing variance. 

From these eigen vectors, eigen value corresponding to significant 

eigen values are selected which is our reduced features for classi-

fication. The significance level of PCA is calculated using equa-

tion 8. 

𝜀 =
∑ ⋌𝑖
𝑚
𝑖

∑ ⋌𝑗
𝑛
𝑗

                                                                                    (8) 

Where m <= n and 0 < 𝜀< 1 where i and j represents the Eigen 

value of ith and jth order in sort of amplitude and m <= n. Eigen 

vector corresponding to high amplitude of Eigen values gives 

higher variance information in image correlated features. So these 

are selected and remaining is discarded in order to reduce the di-

mension. 

3. Proposed Work 

There are various methods used for feature extraction. Among all 

these Gabor features are broadly used as the features of facial 

expressions. Gabor Filter is more robust against illumination 

changes compared to other techniques. It has good characteristics 

of selecting information from spatial position and different orien-

tation. In the Gabor filter feature extraction, edge information is 

generated using Gabor projection on image but problem of in-

creasing of redundancy can be responsible for reducing the recog-

nition rate. Gabor has a major problem issue of high dimension 

and high redundancy while it provides high energy difference of 

shape information and non shape information. Redundancy and 

Dimension must be decreased using some optimization techniques. 

In general a single level optimization of feature selection tech-

nique is used. In this research we have proposed new model which 

uses multiple level of feature optimization for facial expression 

analysis application. Hence the proposed methodology is as fol-

lows: 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2: Proposed three tier model of feature extraction and optimization 

 

In the proposed methodology of feature optimization, Gabor 

equation is projected 7 times on 3 different scaled image using 7 

different orientations which provide 7*3=21 Gabor feature 

matrices.  These Gabor feature matrices coves 4 dimension space 

with huge redundant features which are optimized by following 

proposed 3 level feature optimization techniques in order to 

achieve compact size of final feature and high level unique pattern 

of gesture. The proposed model is shown in figure 3. 

1st Level: Average filtering: Gabor feature are optimized using 

average feature extraction process in which corresponding average 

of respective Gabor wavelet features are calculated along 

orientation. Output of this stage is denoted as Gavg which is a 

collection of matrices.  

2nd Level:  DWT filtering: On the output of second stage feature 

optimization process, discrete wavelet transform is applied, which 

transform it into 4 frequency band as LL, LH, HL and HH sub 

band. LL band have low frequency sub band (Approximation 

coefficients) which shows edge pattern of gesture while other 

bands shows detail information in image. From Low frequency 

region, LL sub and is extracted and passed to next optimization 

process. 

3rd Level: DCT filtering: On each extracted LL matrix of wavelet 

transform matrix, discrete cosine transform is applied which 

transform average Gabor wavelet matrix into cosine frequency 

coefficient matrix. Concept says that shape information of features 

is represented by low frequency region and Low frequency region 

is extracted from top left position as zigzag selection approach 

from average Gabor wavelet cosine matrix. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3: Proposed model of facial gesture recognition 
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Algorithm of Proposed Gabor Approach 

Step 1: Input: Image Img is read. 

Step2: Image is converted into gray scale. 

Step 3: Set m (scale) = [0.3, 0.6, 0.9]; 

Repeat for i=1 to m 

Imgresize= resized the image with scale (i). 

Set n (theta) = [0, 30, 60, 90, 120, 150, 180] 

Repeat for j=1 to n 

Gabor filtering is applied on each rescaled image with theta end 

loop 

1st Level Optimization:  corresponding average of respective 

Gabor features are calculated along orientation. In this process, 

dimension and redundancy of Gabor matrices is reduced by 

number of angles applied in feature generation and selection 

process 

 2nd Level Optimization: Apply DWT transformation on average 

Gabor feature matrix iteratively and Low frequency coefficients 

matrix (LL) are extracted. 

3rd Level Optimization: Apply DCT transformation of extracted LL 

dwt coefficient matrix and low frequency prominent features are 

selected using zigzag manner. Finally features are merged into 

feature vector. 

End loop.  

4. Experiment results & analysis 

Proposed technique is implemented in MATLAB and JAFEE 

dataset is used with adaboost classifier with 80/20 training/testing 

ratio. A result of proposed technique is shown in Table 2. In the 

JAFFE and CK dataset, face is located at canter position with 

same size so it can be cropped using static pixel bounding box 

method. If face is not located at fixed position in facial image and 

size is also varied then face detection is necessary to locate the 

face location. Viola Jones method is widely used face detection.  

Facial gesture image I is taken input of sized 256x256 pixels (for 

example it is supposed we applied proposed method on JAFFE 

dataset) , if the images are color images then stored in 3D Array 

and it is first converted into gray scale.  JAFFE dataset have gray 

scale images and store in 2D matrix so no need to convert into 

gray scale. The proposed scale Gabor-DWT-DCT feature extrac-

tion method affects the size, dimension and redundancy of features 

as following:  

 

Preprocessing is applied to remove background part of gesture 

image and convert into gray scale. In our experiment images are 

cropped and after cropping image is resized 200*200 after that 

Gabor features are generated with different scaled image which 

generate three different sized images which are described in Table 

1. 

Input image of size 200x200 generate (60x60+120x120+180x180) 

x7 Gabor features after Gabor projection and after that Proposed 

average (mean) feature extraction is applied for reducing dimen-

sions. After corresponding average of respective Gabor features 

we get average matrix of size 60x60, 120x120, and 180 x 180 

coefficients.  Total feature coefficients at this stage are 

60*60+120*120+180*180 = =50400.  

 

2D-Discreate Wavelet Transform (DWT) is applied on each aver-

age-Gabor feature matrix and most characteristics features of edge 

and texture are extracted from low frequency features (LL sub 

band). After extraction, dimension of feature is reduced by ¼ so 

we have feature matrix of 30x30, 60*60, 90*90.  

Total feature coefficients till above step= 30x30+60*60+ 

90*90=12600.  

 

2D-Discreate cosine transform (DCT) is applied on each extracted 

LL block and most characteristics features of edge and texture are 

extracted in zigzag order and put into feature vector. We have 

extracted total 512 low features from DCT frequency matrix using 

zigzag feature selection approach. After proposed three levels 

optimization process converts feature size of 512 which is com-

pact and concise. This feature vector with class level is passed to 

adaboost classifier for training. After training Feature vector of 

test images is passed to classifier with train weights to determine 

gesture among 7 different possible classes. 

Table 1: Sizes of images at Scale=0.3, 0.6 and 0.9 

Environmental Parameters Value 

Sizes of the images  JAFEE Dataset 

No. of Images 213 

No. of Classes 7 

Original image(Size) 256x256 

After pre-processing(Size) 200x200 

At Scale 0.3(Size) 60x60 

At Scale 0.6(size) 120x120 

At Scale 0.9(Size) 180x180 

 

Table 2: Performance comparison techniques 

Methods 

Avg. 

Recognition 

Rate (%) 

Gabor + Average DCT         83.5 

DCT feature extraction based facial expres-

sion recognition  
       58.3 

Gabor filter + PCA based facial expression 

recognition  
       80 

Log Gabor + PCA        70 

Gabor amplitude  + PCA         90.55 

Gabor phase + PCA         92.37 

LBP + SVM         88.4 

WPCA         88.25 

Geometric Gabor + PZMI         91.9 

DCT Zigzag Feature Extraction Technique         80 

Proposed Gabor + Average + DWT+ DCT        92.85 

 

Fig. 4: Correct accuracy for each expression of proposed 

technique 
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5. Conclusion  

From the results achieved by different technique, it is concluding 

that Gabor feature extractions have higher accuracy compared to 

discrete wavelet transform and discrete cosine transform. The 

analysis of better result of Gabor features, it is analyzed that 

Gabor is better extraction technique for edge or shape features 

extraction compared to DWT and DCT feature extraction. In 

DWT and DCT feature extraction, feature are extracted from Low 

frequency feature sub band (LL) and other frequency band are 

discarded so some of feature are lost which is cause of lower 

accuracy compare to Gabor. Gabor with scale projection achieved 

better accuracy compared to Gabor without scale. The problem 

with Gabor filter is generation of high redundant feature and huge 

dimension of feature matrix which is reduced effectively using 

proposed 3 level optimization using average, DWT and DCT 

filtering process. The result shows that proposed technique 

achieved 92.85% accuracy on JAFEE dataset in terms of 

recognition rate.  From the results, it is conclude that Accuracy of 

proposed 3 tier Gabor Average + DWT + DCT feature extraction 

technique achieved better accuracy compared to Gabor PCA and 

other feature extraction technique for facial expression recognition 

mentioned in table 2. From figure 4, it is analyzed that images of 

fear have minimum accuracy while anger, happy and surprise have 

maximum accuracy. Average of accuracy for all gestures is same 

as proposed recognition rate 92.85%.  
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