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Abstract 
 

In this paper we address a problem of optimal deployment of camera mounted UAVs for a multi-robot search application. Here   multiple 

UAVs carrying downward facing cameras are required to look for targets of interest in a search area. The lack of information about the 

presence or absence of targets is modeled as an uncertainty density distribution over the search area and this uncertainty is reduced as the 

information is gathered using the onboard cameras. The UAVs are required to get deployed so as to maximize the uncertainty reduction. 

We provide a model for search effectiveness of the camera and use it to formulate a strategy for optimal deployment of UAVs. It is 

shown that a centroidal Voronoi configuration, where each UAV (camera) is located at the centroid of the corresponding Voronoi cell is 

an optimal deployment. We provide simulation results to demonstrate that the proposed optimal deployment strategy successfully      

deploys the UAVs into centroidal Voronoi configuration, which maximizes the uncertainty reduction using cameras as search sensors. 
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1. Introduction 

The problem of searching for targets of interest using multiple 

aerial robots equipped with necessary search sensors has been 

addressed widely in the literature. Use of multiple searchers has 

several advantages such as reduced time of completion and      

robustness to failure of a few individual search agents. Major 

components of the multi-agent search problem are, path planning 

or deployment of the search agents, modeling the search process, 

and finally information extraction from the (search) sensory data. 

Though all components are interrelated, most work in the        

literature focus on one of these components, while assuming a 

suitable model/solution for other components. For example,    

authors such as in [4], [5] devise plan for the agent motion assum-

ing that search effectiveness of a search sensor to be maximum 

directly below it and decreasing away from the center. In [6], au-

thors present a multi-UAV search problem using cameras as 

search sensors. Authors address all components of the multi-agent 

search problem.  

Camera’s field of view (FOV) is used as the search sensor foot-

print, and whenever a point (center of a gridded region) comes 

under the FOV of any camera, then it is considered to be covered 

by the sensor. Effectiveness of the camera is assumed to be same 

at any point within its FOV, unlike in [4], [5]. In the context of 

distributed environmental monitoring, authors in [7] address a 

visual sensor coverage problem using multiple cameras mounted 

on UAVs. Though every point within a camera’s FOV is consid-

ered covered, authors use the minimum information per pixel 

principle as a cost function for camera placement. 

 

In this paper, we propose a search effectiveness model for a cam-

era in line with that assumed in [4]. We formulate the problem of 

optimal deployment of UAVs carrying cameras, maximizing a 

suitably defined search effectiveness as the objective function. We 

show that a centroidal Voronoi configuration, where each camera 

is located at the centroid of the corresponding Voronoi cell com-

puted based on the positions of the UAVs/cameras, solves the 

optimal deployment problem. 

 

2. The problem setting 

In this section we present the multi-UAV search strategy. The 

theoretical background is based on a search strategy presented in 

[4]. We consider a problem of multiple quadcopter covering an 

area of interest, or the search space, searching for presence of 

some targets of interest, using downward facing cameras.  

The problem here is to devise a strategy for optimal deployment of 

multi-quadcopter so as to maximize the effectiveness of the search 

using on-board cameras in terms of information gain. 

3. Camera as a search sensor 

In most conditions, such as search and rescue operation in a natu-

ral calamity hit region, the targets such as survivors requiring 

immediate assistance or the amount of damage to be assessed, are 

typically visually detectable. A camera is suitable in most similar 

scenarios.  

 

http://creativecommons.org/licenses/by/3.0/


162 International Journal of Engineering & Technology 

 
UAVs such as quadcopters are usually equipped with a frontal 

camera and a downward facing camera. In most situations in an 

aerial search, downward facing cameras are more suitable. In a 

typical multi-UAV search problem, the cameras capture image of 

a large area. The search effectiveness function of a camera cap-

tures the spatial variation of effectiveness of the camera in terms 

of target detection capability. Successful target detection depends 

on the image quality. Most work on multi-agent search uses a flat              

effectiveness function. Such a sensor (search) effectiveness model 

is used in several including [6]. Such a model for camera may be 

suitable only for situations which provide clear and high contrast 

images. Either a high resolution camera is used or the targets are 

clearly distinguishable in the search area. This may not be true in 

many practical scenarios. 

Search strategies presented in [4] use a model where a sensor is 

most effective at its centre, and the effectiveness monotonically 

reduces away from it. Cortes et al [8] also use a similar sensor 

effectiveness function for sensor coverage optimization problem. 

An exponential function is used in [4], for a generic search sensor. 

A camera has an optical system, a photo-sensor (such as CCD or 

CMOS), and signal processing systems. The original scene may 

get degraded in each of these stages. While some of the factors 

affect the image quality more or less uniformly throughout the 

image frame, some factors affect the image quality non-uniformly 

across the frame.  

3.1. Quantum efficiency: Camera Effectiveness 

Now we discuss the effectiveness of camera in a search scenario. 

The number of pixels and size of pixel are factors that affect the 

resolution of a camera. QE (Quantum Efficiency), is a measure of 

how efficiently the sensor converts light (photons) to charge  

(electrons). The more electrons in a pixel during the integration 

period, the higher the output level of the sensor, so the more sensi-

tive the sensor is for that specific wavelength of the light [13]. By 

reducing the pixel size and increasing the number of pixels the 

resolution can be improved. But reducing the pixel size reduces 

the quantum efficiency (QE) of the sensor and increases the effect 

of vignetting. Vignetting, also known as “light fall-off” is com-

mon in optics and photography, which in simple terms means 

darkening of image corners when compared to the centre. Light 

travels through a narrow tunnel in going from the chip surface to a 

photo-detector in a CMOS sensor. This    especially causes prob-

lems when light is incident at oblique angles since the narrow 

tunnel walls cast a shadow on the photodetector which will severe-

ly reduce its effective QE. Quantum efficiency (QE) is another 

metric that provides us a measure of effectiveness of the camera. 

While Modulation Transfer function (MTF) describes the spatial   

variation of light as a function of spatial frequency, QE describes 

the ratio of the total photons incident on the system to the number 

of photons producing charge carriers. Note that MTF is related to 

the optical system, while QE is related to the photodetective    

sensor. Chen [11] has presented some experimental results    

showing the variation in quantum efficiency of a camera with a 

CMOS sensor at various distances from the central pixel using 

simulation software. We have used these results and are plotted 

the curve on MATLAB. Figure 1 shows QE v/s distance from 

central pixel for a 6m pixel size CMOS sensor from which we 

have obtained the following expression: 

 
2

0714.08708.0
pix

rf                                                             (1) 

 

Here, rpix is the distance of the pixel in question from the central 

pixel. This function may be used as sensor effectiveness function 

to model the effectiveness of the camera. 

Alternatively, a function based on MTF can also be used. As we 

see from Figure 1, both metrics (MTF and QE) provide a   similar 

model for effectiveness of a camera where the               effective-

ness of the camera is maximal at the centre and reduces with in-

crease in distance from the central pixel. 

 
 

Fig. 1: QE v/s pixel position for 6m pixel size CMOS sensor. Adapted 

from [11]. 

4. Optimal deployment of UAVs 

In this section we formulate the problem of optimal deployment of 

UAVs to maximize the search effectiveness of the cameras. We 

assume Eqn. (3) to model the effectiveness of the camera as search 

sensor. This model is similar to that of the sensor effectiveness 

function used in [4], in terms of being maximum at the center and 

monotonically decreasing away from the center. Hence, we formu-

late the optimal deployment problem based on that provided in 

[4], [12], [13]. 

 

We consider a problem of N UAVs carrying downward facing 

camera performing search operation in a search space  2RQ  

The lack of information about presence (or absence) of the targets 

is modeled as an uncertainty density distribution      

].1,0[: Q The configuration of agents at any given time t is 

2
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where ),(tp
i

is the position of the i-th agent at time t. After getting 

deployed in Q, the UAVs collect information about the presence 

of targets of interest using onboard cameras, that is perform 

“search”, thereby reducing the uncertainty density distribution 

over Q as, 
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where, )(q
init
  is the initial uncertainty density (that is, before 

performing search); )(q
new
  is the uncertainty density  after per-

forming search; f 1)1,0(:  is a strictly increasing func-

tion of the Euclidean distance from the center of UAV/camera as 

)(f  is assumed to be strictly decreasing function of distance from 

the central pixel) acting as a factor of reduction in uncertainty by 

the sensors. At a given q ∈ Q, we let only the UAV with the 

smallest ),( qp
i
 that is, the UAV which can reduce the uncer-

tainty by the largest amount performs search. If all the agents 

search within their respective Voronoi cells, computed based on P, 

then evaluating )}{min qp
ii
  in (4) is equivalent to evaluating 

)qp
i
 , with 

ii
Vp  , the Voronoi cell corresponding to the     

i-th agent. 

4.1 Objective function 

Now we may formulate an objective function which when       

maximized maximizes the reduction in uncertainty density, which 
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is equivalent of increase in information (about presence of targets 

of interest) gain. Consider,  

 

dQqH
Q

 )(                                                          (3) 

dQqqH
new

Q

init
))()((                                                (4) 

dQqpqH
i

V

init

N

i

i

))(1()(   

dQqpfqH
i

V

init

N

i

i

))()(                                         (5) 

 

The gradient of the objective function ℋ with respect to ip  is 

given by, 
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Where, qpr
ii
 . The gradient given by (6) is spatially dis-

tributed over the Delaunay graph GD, where two agents i and j are 

considered neighbors if and only if 
ji

VV .            This im-

plies that each UAV can compute the gradient (6) on its own, thus 

not requiring a central computer for the same. The gradient (6) can 

be rewritten as,  
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Where, q, which can be interpreted as the density perceived by the 

sensor. As f  is a strictly decreasing function, )(
~

q  is always 

non-negative. Here 
iV

M
~

  and 
iV

C
~

can be interpreted as the mass 

and centroid of the cell 
i

V  with 
~

as density. Thus, the critical 

points are, 
iVi

Cp
~

  and such a configuration P of agents is called 

a centroidal Voronoi configuration. Note that 
iV

C
~

depends on P. 

Further, for the sensor effectiveness function given in Eqn. (3), 

.0714.0
)( 2






i
r

f
                          

That is, 
~

 = 0.1428.Thus, 
ii VV

CC 
~

 where 
iV

C  is the centroid of 

i
V  with  as density. In Equation (3), modeling camera effective-

ness, 
pix

r  is the       distance of a current pixel of interest from the 

center of image. However, in reality, we are interested in 

,qpr
ii
  where q is located in Q rather than in the image 

frame. For each Qq , there is a corresponding pixel in the image 

frame.  

 

A transformation between the QFOV
i
 , the field of view of the 

camera mounted on the i-th UAV, and its image frame needs to be 

established. This is illustrated in Figure 2.  

Note further that, 
i

p  is assumed to be in Q . However, in reality, 

Q is typically is a portion of the ground, while the UAV flies 

above the ground. 

Thus, for the practical purposes, we use 
i

p  to be the point on 

ground (assumed to be flat for simplicity) directly below the 

UAV. Thus, for the practical purposes, we use 
i

p  to be the point 

on ground (assumed to be flat for simplicity) directly below the 

UAV. That is,   
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Where the location of the i-th UAV (strictly speaking the center of 

the image sensor of the camera carried by it is  T

ziyixi
ppp ),,(  .  

 

 
Fig. 2: Field of view to image frame transformation. 

 

Now we have,  
pixii

krqpr                                                  (8) 

Where the magnification factor,  

pix

fov

r

r
k                                                                                           (9)                                                                                                             

Here, ,qpr
ifov
 is the distance between the point on Q directly 

below the camera and the point of interest .q  

4.2 Control law 

Now consider a simple proportional control law [4],  

))(
~

()(()( tCtpktu
iVipropi

                                                       (10) 

 

Which makes the UAV move toward the corresponding centroid. 

In this work, we use a discretized version of this control law, 

where the UAV is given a motion toward the corresponding    

Voronoi cell centroid. In [4], authors have shown that for an agent 

having a simple first order dynamics (assumed to be a point mass), 

the control law (10), make the agents move asymptotically to the 

corresponding centroid. Note that the Voronoi cell itself is func-

tion of P, the configuration of N UAVS, and hence as each UAV 

moves toward the computed centroid, the Voronoi cells change 

and hence the centroids keep shifting. Thus each UAV should 

chase a moving centroid. The strategy followed by each UAV is 

shown in Algorithm 1.  

 

Algorithm 1 “Deployment” strategy followed by each UAV. 

Step 1  Compute Voronoi cell 
i

V  based on ).(tP  

Step 2  Compute centroid 
iV

C of 
i

V  using   as density. 

Step 3  Move toward 
iV

C . 

Step 4  If 
iVi

Cp   GOTO Step 5 else GOTO Step 1. 

Step 5  END 

 

Once the optimal deployment is achieved, cameras perform search 

reducing the uncertainty density. The focus of this work being 
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incorporating a realistic camera model suitable for a multi-UAV 

search problem, and using it to formulate an optimal deployment 

problem, we do not discuss the search process here. Also, we still 

use point mass models for the UAVs for the same reason.        

Simulation using realistic dynamic models of the UAVs (such as      

quadcopters) and incorporating search is part of ongoing work. 

 

 

 

 

5. Results and Discussions 

In this section we present the simulation results to demonstrate the 

proposed optimal deployment of multiple UAVs carrying down-

ward facing cameras for a multi-UAV search application, using a 

realistic model for search effectiveness of the cameras. Initially all 

the UAVs are located at bottom left corner of the search space. As 

each UAV moves toward the centroid of the corresponding Voro-

noi cell, note that the UAVs are getting more uniformly distribut-

ed. We have simulated in MATLAB for the optimal deployment 

of 9 UAVs carrying downward facing cameras. The deployment 

process is shown in Figures 3(a) - (h). Figures 3(a) shows the ini-

tial configuration of the UAVs along with the corresponding Vo-

ronoi cells. Figures 3(b) - (h) show the intermediate configuration 

at the end of each iteration, and finally the deployment of UAVs 

into the centroidal Voronoi configuration, that is, the optimal con-

figuration, is shown in Figure 3 (h). 

 
(a)                                                                     (b) 

 
(c)                                                                  (d) 

 
(e)                                                                    (f) 
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(g)                                                                  (h) 

 

Fig. 3. Snapshots of the process of deployment of UAVs from (a) an initial configuration into (e) a centroidal Voronoi configuration. The 

centroid of each Voronoi cell is marked with ‘o’ and the position of the robot is marked with ‘+’. 

 

5. Conclusion  

 We formulated a multi-UAV optimal deployment problem for a 

multi-UAV search application using downward facing cameras 

mounted on each of the UAVs as search sensors. We presented a 

discussion on modeling sensor effectiveness function of a camera 

with the pixel location, and equivalently, with the distance away 

from the center of the camera/UAV. We used a sensor effective-

ness model based on the Quantum Efficiency and used to it formu-

late an objective function, which when maximized, maximizes the 

search effectiveness in terms of information gain or uncertainty 

reduction. We demonstrated the proposed optimal deployment 

strategy using a simple simulation in MATLAB, and the results 

showed that the proposed deployment strategy succeeded in 

achieving an uniform deployment of UAVs (and hence the      

cameras) using the centroidal Voronoi configuration. The current 

work focussed on obtaining a suitable camera effectiveness model 

for the purpose of optimal deployment of UAVs for a search    

application. Though we used a sensor effectiveness model based 

on the concept of the Quantum efficiency, there are several     

alternatives such as MTF. Further, the model also depends on the   

application in terms typical altitude of UAVs, the scenario (high 

contrast or low contrast targets), resolution required to             

successfully detect the targets with minimal false detection, and 

finally the properties of the cameras used. The sensor              

effectiveness function may be obtained experimentally. Such an 

experimental investigation is part of ongoing work. Further, we 

have restricted to simulation of point masses in place of realistic 

dynamics of the UAVs for simplicity here. Carrying out           

simulation incorporating dynamics of UAVs (quadcopters) and 

experimental investigation using physical quadcopters are also 

part of ongoing/future work. 
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