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Abstract 
 

This paper emphasizes an algorithm that is based on acoustic analysis of electronics disguised voice. Proposed work is given a 

comparative analysis of all acoustic feature and its statistical coefficients. Acoustic features are computed by Mel-frequency cepstral 

coefficients (MFCC) method and compare with a normal voice and disguised voice by different semitones. All acoustic features passed 

through the feature based classifier and detected the identification rate of all type of electronically disguised voice. There are two types of 

support vector machine (SVM) and decision tree (DT) classifiers are used for speaker identification in terms of classification efficiency 

of electronically disguised voice by different semitones. 
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1. Introduction 

Under forensic casework speaker identification by electronically 

disguised voice is a major problem. This work emphasizes the 

effect of electronically disguised voice by different semitones [1], 

[2]. By using different semitones it's degraded or enhanced the 

voice quality. During the effect of electronic disguised voice pitch 

of speech signal has been changed by using different semitones 

[14], [15]. The disguised voice is mainly two types electronics 

disguised voice and non-electronic disguised voice. For 

electronics disguised voice the pitch of the speech signal may be 

changed by using different semitones [3]-[6]. In case of non-

electronic disguised voice can be changed by physical deprivation 

of speech like raised pitch, lower pitch, pinched nostrils etc. In this 

proposed model emphasize speaker identification under electronic 

disguised method by using its acoustic feature analysis [20]. In 

this hierarchy analyzed that there are changing the speaker’s 

normal voice by using different semitones [15], [16]. By using the 

different semitones it will be changed the pitch of the normal 

voice tones. The acoustic feature of normal and disguised voice by 

different semitones are extracted by using MFCC techniques. By 

using MFCC techniques easily extracted all the feature of speech 

[19]. In this paper acoustic feature analyzed by MFCC and 

calculate the mean value and correlation coefficients of the by 

normal voice and disguised voice using different semitones.  

Presents voice modeling procedure for analyzing speaker identifi-

cation system [17]. In this paper, techniques like speech spectral 

shaping, feature extraction, parametric mapping and statistical 

signal modeling are presented [7], [10]. That defines the role of 

feature extraction technique that acts as an efficient process for 

determining the information about the signal while discarding 

signals the other unwanted signal like noise [11]-[15]. This 

improves prediction rate of the system and provides fast and cost-

effective speaker identification methods [2].These mathematical 

functions are representative of the various speech features. The 

module executes the functions and computations involved in cal-

culating each of the mentioned features [9], [13]. The extracted 

features are either having a fixed dimension or multidimensional. 

A feature vector comprising all of these features is extracted for 

each frame. It improves the storage and processing efficiency of 

the speech signals. While feature based classification techniques 

used for correct identification of the speaker [5]-[8].  

There are different feature classifications techniques are used for 

identification. Such feature based classification is DT and SVM. 

In this method derive a comparative analysis of speaker identifica-

tion by SVM and DT. This work totally focused on the acoustic 

feature analysis and classification techniques used to calculate the 

efficiency of the speaker for correct identification rate [1].   

2. Experimental Setup 

Experimental classification in this work is classified in following 

different setup and explained in Fig.1. 

A. Voice sample collection 

B. Disguised voice by different semitones 

C. Acoustic feature extraction 

D. Classification and speaker identification  

 
Fig 1: Speaker identification System for electronically disguised voice 
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A. Voice sample collection 

For voice sample collection method there are 20 male students are 

selected. They speak the common accents in a normal voice. Their 

voice sample recorded by audacity recording tool with 32-bit 

quantization 8 KHz sampling rate in a closed room and noise free 

environment. All the recorded speech created a .wav file and put 

all file in a database [16]. 

 

Table 1: Speech collection details 

Speech pattern/Setting 

Gender                                     Male 

No. Of speakers                       20 

English                                                     

Sampling Frequency                8 KHz 

Recording Environment           Room 

Utterance Recorded                 “My research work in  

                                                 speech signal processing” 

Recording duration                  ≥ 3.5 second 

Disguised semitones                (-2,-4, +2, +4) 

Total utterance                         100 

 

B. Disguised voice by different semitones 

There is all the 20 speaker voice are disguised by different semi-

tones for this observation normal voice electronically disguised by 

(-2,-4, +2, +4) semitones. For disguising the voice electronically 

change their pitch by (-2,-4, +2, +4) semitones. Change the pitch 

by -2 semitones are expanded by -10.91% change of voice (-

10.91%) means to increase the pitch. Same as (-4) by (-20.41) as 

well as by (+2) semitones voice decrease by (12.24%) o pitch and 

changed by (+4) semitones decreased by (25.99%) voice pitch. All 

the electronic disguised voice using different semitones are done 

by changed the pitch by audacity tools. 

 

C. Acoustic feature extraction 

There is different feature extraction technique such as hidden 

Markov model, vector quantization, linear predictive cepstral co-

efficients & MFCC etc techniques used for feature extraction. 

Feature extraction techniques are used for extraction the different 

statistical feature of the speech signal [19]. In this work MFCC 

technique used for feature extraction in automatic speech recogni-

tion system. MFCC most commonly used for feature extraction by 

this feature extraction method the entire feature vector containing 

the linguistic message [14]. 

 
Fig 2: MFCC algorithm based acoustic feature  

 

By using MFCC method derive entire acoustic coefficients by 

using the entire step shown in Fig. 2. Using this method derive the 

entire acoustic feature in term of mean and correlation coefficients 

[14], [15].  

Here x(n) is a speech signal with N frames of MFCC vector. Sup-

pose 𝑣𝑚𝑛  is the 𝑛𝑡ℎ value of MFCC dimensional vector of 𝑚𝑡ℎ 

frame, 𝑉𝑛 is the vector of the 𝑛𝑡ℎh component. Here 𝑉𝑛  is given as: 

 

𝑉𝑛 = {𝑣1𝑛, 𝑣2𝑛, … … . , 𝑣𝑁𝑛};   𝑤ℎ𝑒𝑟𝑒 𝑛 = 1,2, … … . 𝐿                (1) 

 

In this article, two types of acoustic feature are used. Firstly the 

mean En of each MFCC features Vn is extracted and then the corre-

lation coefficients 𝐶𝑅𝑛𝑛′ among different MFCC features 

𝑉𝑖  and 𝑉𝑗 are determined as given below – 

 

𝐸𝑛 =  𝐸( 𝑉𝑛) ;   𝑛 = 1,2, … … . 𝐿          (2) 

𝐶𝑅𝑛𝑛′ =    
𝑐𝑜𝑣( 𝑉𝑛,𝑉𝑛′)

√𝑣𝑎𝑟(𝑉𝑛)√𝑣𝑎𝑟(𝑉𝑛′)

 ;   1 ≤ 𝑛 < 𝑛′ ≤ 𝐿                           (3)  

The resulting values of mean𝐸𝑛 and correlation coefficients 

𝐶𝑅𝑛𝑛′ are used together to create the statistical moments 𝐾𝑀𝐹𝐶𝐶  of 

MFCC vectors as described in below equation: 

 

𝐾𝑀𝐹𝐶𝐶 = (𝐸1, 𝐸2 … . . 𝐸𝐿 , 𝐶𝑅12 , 𝐶𝑅13 , … … 𝐶𝑅𝐿−1)                     (4) 

 

Similarly, the statistical moments of MFCC  (𝐾𝑀𝐹𝐶𝐶)  is deter-

mined. The text dependent speech signal has prior information 

about the text to be spoken by a speaker. In this algorithm, a text-

dependent approach is used [10]. This can be described as the 

matching of the feature tendencies of normal voice acoustic fea-

ture with non-electronic disguised voice acoustic feature [7], [14]. 

D. Classification and speaker identification 

This article two types of classifier SVM and DT are used for 

classifying the data for this study using 70% data for training and 

30% data for testing purpose. All the training and testing data put 

in random size in nature. For finding the classification rate fold all 

training and testing data passed through each classifier and find 

the speaker identification rate. 

SVM: SVM classifier is an algorithm that based on a nonlinear 

mapping to changed the original training data into its higher di-

mension. SVM classifiers are based on supervised learning that 

requires training and testing prior to classification. SVM receives 

a sequence of datasets and estimate each data inputs and further 

categorized it into two possible classes [1], [14], [15]. 

DT: Algorithm used in the decision tree is based on divides and 

conquer operation. This classifier has a tree-like structure, where 

all inner nodes represent a test on attributes, each branch denotes a 

result of the test, and leaf nodes correspond to classes or their 

distributions. It divided training and testing datasets into smaller 

training and testing dataset. It is derived by using entropy for dif-

ferent attributes:  

𝐸 (𝑁, 𝐿) = ∑ m∈1 ((m) ∗ (m))             (8) 

Where (m) and (m) are the different datasets used in the classifier.   

3. Acoustic feature analysis and speech  

classification 

This section extracted the acoustic feature of electronically dis-

guised voice by different semitones mean and correlation coeffi-

cients are compared. Subsequently, all the MFCC acoustic feature 

are classified using feature-based SVM and DT classifiers. 

Acoustic Analysis- The acoustic mean value of normal voice and 

all types disguised voice of twenty speakers are shown in Table 2. 

From the acoustic feature that is shown electronic disguised by +2 

and +4 semitones that have the greater mean value comparison to -

2 and -4 semitones that is similar to the the acoustic mean value of 

normal voice.    
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Table 2: Acoustic mean value of normal voice and disguised voice 

Voice/ 

Speaker 

Mean 

Normal 

Voice 

Mean 

Disguise 

Voice (-

2) 

Mean 

Disguise 

Voice (-

4) 

Mean 

Disguise 

Voice 

(+2) 

Mean 

Disguise 

Voice 

(+4) 

S1 6.55 5.59 5.83 6.79 6.36 

S2 6.33 6.19 6.21 6.71 7.06 

S3 4.85 4.90 4.85 4.58 4.75 

S4 5.59 5.67 6.06 6.00 6.11 

S5 5.59 5.59 6.39 5.86 5.66 

S6 6.06 6.06 5.82 6.17 6.14 

S7 5.48 5.26 5.76 5.95 6.66 

S8 5.67 5.56 5.82 5.99 5.92 

S9 6.24 6.48 6.58 5.65 5.63 

S10 5.92 6.03 6.22 5.50 5.18 

S11 5.20 5.20 6.12 5.66 5.94 

S12 6.08 6.08 6.15 6.08 5.92 

S13 5.55 5.85 6.04 5.97 6.19 

S14 5.76 5.82 6.06 5.82 5.95 

S15 6.27 6.27 6.30 5.84 5.24 

S16 5.62 5.59 5.98 5.99 6.36 

S17 5.79 5.99 6.56 5.87 5.90 

S18 6.04 6.09 6.04 5.90 5.80 

S19 5.02 5.18 5.76 5.50 6.42 

S20 6.06 5.81 5.82 6.17 6.14 

 

Table 3 represents that the average value of four types of electron-

ically disguised voice. The table showed the average of table 1 for 

taking the average of four types of electronics disguised voice. By 

taking the average of all types of disguised voice that is nearer to 

normal voice. From average value of s6 is very close to the normal 

mean value. It is also shown the average acoustic mean value in 

the graphical representation in fig. 3. Graphical 

representation showed that the average value of s6,s8,s18 and s20 

value is nearer to the normal mean value shown in fig 3.   

 

 

Fig.3: Average acoustic mean value of 20 speakers 

The acoustic correlation value of normal voice and all types dis-

guised voice of twenty speakers are shown in From the correla-

tion coefficients acoustic feature that is shown electronic dis-

guised by -2 and -4 semitones that have the greater mean value 

comparison to +2 and +4 semitones mean value that is similar to 

the acoustic mean value of normal voice.    

Represents that the average correlation coefficients value of four 

types of electronically disguised voice and comparison result are 

shown. The table showed the average of table 5 for taking the 

average of four types of electronics disguised voice. By taking the 

average correlation coefficients value of all types of disguised 

voice that is closed to normal voice. From average value of s1 and 

s20, the disguised voice is very close to the normal mean value. It 

is also shown the average acoustic mean value in the graphical 

representation in fig. 4. Graphical representation showed that the 

average value of s3,s6, s11, and s20 value is nearer to the normal 

mean value shown in fig 4. 

 

Fig.4: Average comparison of acoustic correlation coefficients of 20 
speakers 

The identification efficiency of speakers from electronically dis-

guised voice using different semitones (-2, +2, -4, +4) it contains a 

training stage model and a testing model. For training model the 

speech signal, a speech database sets are created in this normal 

voice module and electronics disguised voice with above semi-

tones are represented. There are analyzed the feature from the 

statistical value of the normal voice sets along with the disguised 

by different semitones used for testing and training purpose. A 

disguised voice from different semitones are used as the testing 

components to test from SVM and DT classifiers in classify the 

voice whether a training voice of disguised by different semitones 

of normal voice identify a particular speaker. The calculated data-

base that is consisting of 100 voice samples including normal 

voice and disguised by (-2, +2, -4, +4) semitones with the duration 

of 3.5 sec from 20 speakers. The recorded file formats are taken as 

a the.WAV format with 8 kHz sampling rate, mono and 32-bit 

quantization [4]. Thereafter, the database is randomly divided into 

two adjacent parts: 20 normal voice sample segment of 20 speak-

ers and 80 voice sample segment from disguised voice. Finally, 

100 voice samples consist of disguised voice sample are consid-

ered. Out of 100 voice samples, 70 voice samples are used as the 

original set of voice for training purpose and 30 are used for test-

ing purpose. For each disguising method, the performance of 

speech identification is evaluated under all the listed classifiers. 

The classification and average speaker identification results are 

shown below in Table 6.  

Table 3: Speaker Identification Performance (%) of different classifier 

used in proposed model. 

Classifier SVM DT 

+2 (Semitone) 74.07 96.29 

+4 (Semitone) 74.07 88.88 

-2 (Semitone) 74.07 92.59 

-4 (Semitone) 92.59 96.29 

Average classifier effi-

ciency 
78.70% 93.51% 
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Fig 5: Speaker identification efficiency by classifier 

 

Fig.5. shows that the classification through the SVM and DT clas-

sifiers, that gives the good result for speaker identification. Plot 

the result of disguised voice average classification efficiency of 

SVM classifier is (78.70%) with reference to normal voice as well 

as DT classifier result (93.51%) of speaker identification rate. DT 

has significantly higher efficiency or detection rates. Our results 

on SVM may be conflicting with some other evaluation relating 

SVM. Here superiority of DT is showed over other learning algo-

rithms as it has achieved an excellent accuracy of DT 93.51% for 

disguised and 78.51% identification rate of SVM classifier. 

 

 

 

 

4. Conclusion 
 

This article shows the comparative analysis of MFCC based 

acoustic feature of voice disguised by different semitones. The 

resultant mean value disguised voice of speaker 6 is close to the 

mean value of normal voice. The speaker identification of feature-

based classifier is 93.51% and 78.51% efficiently given the better 

result by these classification techniques. After all marginal speak-

er identification rate can be attaining nearer to 100%. From the 

acoustic feature of mean and correlation coefficients reveals the 

existing difference between normal voice and the disguised voice. 

Overall the speaker identification using DT classifier performs the 

better result over the SVM classifier for normal voice and dis-

guised by different semitones. 
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