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Abstract 
 

DNA microarray technology is a current innovative tool that has offers a new perspective to look sight into cellular systems and measure 

a large scale of gene expressions at once. Regardless the novel invention of DNA microarray, most of its results relies on the computational 

intelligence power, which is used to interpret the large number of data. At present, interpreting large scale of gene expression data remain 

a thought-provoking issue due to their innate nature of “high dimensional low sample size”. Microarray data mainly involved thousands of 

genes, n in a very small size sample, p. In addition, this data are often overwhelmed, over fitting and confused by the complexity of data 

analysis. Due to the nature of this microarray data, it is also common that a large number of genes may not be informative for classification 

purposes. For such a reason, many studies have used feature selection methods to select significant genes that present the maximum dis-

criminative power between cancerous and normal tissues. In this study, we aim to investigate and compare the effectiveness of these four 

popular filter gene selection methods namely Signal-to-Noise ratio (SNR), Fisher Criterion (FC), Information Gain (IG) and t-Test in 

selecting informative genes that can distinguish cancer and normal tissues. Two common classifiers, Support Vector Machine (SVM) and 

Decision Tree (C4.5) are used to train the selected genes. These gene selection methods are tested on three large scales of gene expression 

datasets, namely breast cancer dataset, colon dataset, and lung dataset. This study has discovered that IG and SNR are more suitable to be 

used with SVM while IG fit for C4.5. In a colon dataset, SVM has achieved a specificity of 86% with SNR while and 80% for IG. In 

contract, C4.5 has obtained a specificity of 78% for IG on the identical dataset. These results indicate that SVM performed slightly better 

with IG pre-processed data compare to C4.5 on the same dataset. 
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1. Introduction 

Cancer is a complex disease that has been extensively studied over 

the past decades [1]. However, due to morphological and genetic 

heterogeneity of the disease, many patients still believe cancer is a 

deadly illness.   Furthermore, it is very difficult to differentiate pa-

tients since patients who undergo similar regimen treatments may 

develop different clinical outcome. 

Over a decade, a number of computational methods have been ex-

tensively studies to address the heterogeneity issues of cancers in 

offering better assessment of cancer diagnosis. In the early days, 

computational techniques such as Artificial Neural Network 

(ANN), Support Vector Machine (SVM), Decision Tree and other 

have been used to predict cancer relapse, which other applied these 

techniques to determine patients’ survivability [2]. Regardless the 

extensive work in this domain area, the performance of computa-

tional models in assessing cancer recurrence is still uncertain and 

doubtful. Many researchers believe an additional work to probe 

deeper into cellular mechanisms is required since this devastating 

disease mainly initiated from accumulation of gene alterations that 

disrupt the normal cellular activities and ultimately cause tumor 

growth.      

Currently, the innovation of DNA microarray technology has of-

fered massive opportunities for scientists to look deeper into cellu-

lar interactions and analyze large scale of gene expression data to 

determine the state of cancer progression.  This new invention of 

biological technology has not only brought a great impact toward 

biological domain but has given immense challenges to computer 

scientists in order to handle big data issues. Hence, even microarray 

technology offers a new platform in investigating cancer, analyzing 

large-scale of gene expression data generated by this device is not 

an easy task [3]. 

Microarray data analysis is a fast-growing since this device can be 

used to measure global expression of genes simultaneously. How-

ever, analyzing and interpreting large scale of gene expression data 

remain a challenging issue due to their innate nature of “high di-

mensional low sample size” [3,4]. Microarray data mainly involved 

thousands of genes, n in a very small size sample, p. In addition, 

this data is often overwhelmed, over fitting and confused by the 

complexity of data analysis [5,6]. Due to the nature of this microar-

ray data, it is common that a large number of genes are may not 

informative for classification because these genes can be either ir-

relevant or redundant. For such a reason, feature selection methods 

also known as gene selection methods become apparently need for 

both domains: biology and computation/statistics. 

This study aims to explore filter gene selection methods in deter-

mining the informative genes which are most predictive to its re-

lated class for tissue classification. Four popular filter gene selec-

tion methods namely Signal-to-Noise ratio (SN), Fisher Criterion 

(FC), Information Gain (IG) and t-Test will be examined using two 

common classifiers, SVM and C4.5. These gene selection methods 

are tested on three large scales of gene expression datasets, namely 

breast cancer dataset, colon dataset, and lung dataset. In section 2, 

the four filter-based gene selection algorithms along with SVN and 

C4.5 classifiers are described. Experimental results and its 
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corresponding discussion are presented in section 3. Finally, con-

cluding remarks is given in section 4. 

2. Filter-based gene selection methods for large 

scale gene expression data  

Tissues classification is an important step to differentiate cancerous 

and non-cancerous cells in which appropriate treatments can be pre-

scribed to patients. In such attempts, gene selection methods are 

considered as an essential phase to select optimal features/gene sets 

can be further used to classify the human tissues to cancerous or 

non-cancerous group.  However, so far only a few computational 

studies have compared the performance of gene selection method. 

Hence this study aims to evaluate the performance of gene filtering-

based methods to select informative gene that could distinguish 

class related to tissues classification. In this study, filter-based gene 

selection is used as it offers easy ways to measure optimal genes, 

able to rank the selected genes and provide less computational time. 

 

 
 

Fig 1: Research framework 

 

The research framework as shown in Figure 1 is constructed to 

achieve the stated aim. This research framework consists of three 

main phases, which are; a) Phase I - Data preprocessing phase, b) 

Phase II - Gene selection phase, and c) Phase III - Validation phase. 

Each of these phases is explained in the following sub-sections.  On 

the other hand, Figure 2 illustrated the research activities that are 

initiated to compare the filter-based gene selection methods. 

2.1. Data pre-processing phase 

Data pre-processing is the initial step in this research, in which ob-

tained datasets undergo the process of imputation to address the 

missing values issue. The proposed method is performed and tested 

on three large scales of gene expression datasets, namely breast can-

cer dataset, colon dataset, and lung dataset. These datasets are ob-

tained from various sources available in National Cancer Institute 

and the parameter of these datasets is as given in Table 1. 3.  

 

Table 1: Properties of gene expression dataset tested 
Dataset Number of genes Number of tissue 

samples 

Breast cancer 24,481 32 

Colon cancer 6,500 62 

Lung cancer 12,533 181 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig 2: Flow chart of research activities 

 
Prior the subsequent analysis, missing values in gene expression 

datasets is addressed by using k-nearest neighbor (KNN). This tech-

nique has been proposed by many researchers and proven to be ro-

bust [7] in imputing missing values [8,9,10].  Furthermore, KNN 

less affects the performance of downstream analysis. Hence, KNN 

with Euclidean distance and weighted neighbor genes are used to 

calculate the missing values in this study 

2.2 Filter-based gene selection phase 

Microarray measures thousands of gene expression profiles that 

commonly contain redundant and non-informative genes that may 

jeopardize the performance of any standard classifiers in the down-

stream analysis. Hence, gene selection methods have become a ne-

cessity to reduce the complex time processing and enhance the ac-

curacy of classifier. In this study, four filter filter-based gene selec-

tion techniques namely SNR, FC, IG and t-Test are used to select 

the informative genes before classifying them in the SVM and C4.5 

classifier. The following sections described in detail of these tech-

niques. 

2.2.1 Signal-to-noise ratio 

SNR is a statistical gene selection method that measures the mean 

and standard deviation of gene that could be used to distinguish tis-

sues sample into a particular class in respect to another class.  The 

formula of SNR used in this study is as given below: 

 
𝜇𝑐𝑙𝑎𝑠𝑠1−𝜇𝑐𝑙𝑎𝑠𝑠2

𝛿𝑐𝑙𝑎𝑠𝑠1−𝛿𝑐𝑙𝑎𝑠𝑠2
⁄                              (1) 
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where µ is the mean and δ is standard deviation of tissue sample for 

class 1 = cancerous group and class 2 = non-cancerous group 

2.2.2 Fischer criterion 

FC is a parametric criterion that used linear projection to convert 

high dimensional data into one single dimension. This technique 

basically minimized the variance within a group and attempts to 

maximize the mean between difference groups. FC is defined as 

given the formula below: 

𝐹𝐶 =
|𝑚1−𝑚2|2

𝑆1− 𝑆2
                                                          (2) 

  

where m1 and m2 are the mean of cancerous and non- cancerous 

class and s is the variance. 

2.2.3 Information gain 

IG is a popular gene selection technique used to obtain genes that 

can differentiate two different groups. The underlying concept of 

this technique is from the information theory. It use an entropy 

function to calculate the weight of a feature to partition the tissue 

samples. Formula of IG is as illustrated below: 

 

𝐼𝐺 (𝐹, 𝑆) =  ∑
|𝑆𝑣|

|𝑆|𝑣=𝑣𝑎𝑙𝑢𝑒𝑠 𝐹 (𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) − 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆𝑣))    (3) 

 

where F is possible genes and S is proportion of classes 

2.2.4 T-test 

T-test is a statistical hypothesis that measures the differences be-

tween two classes when normal distribution of these classes is un-

known. T-test is measured as shows below:  

 

 𝑇 − 𝑡𝑒𝑠𝑡 =  
|𝜇𝑖+ − 𝜇𝑖−|

√(𝜎𝑖+)
2

𝑛+ +
(𝜎𝑖−)2

𝑛−

                                                             (4) 

 

Where µ is the mean and δ is standard deviation for two difference 

classes, n + = cancerous samples and n- = non-cancerous samples. 

2.3 Validation phase  

Receiver Operating Characteristics (ROC) curve is used in this 

study to calculate and determine the performance of filter-based 

gene selection techniques. In addition, various other metrics are 

used to measure ability of these techniques to separate the tissues 

sample into different groups. Formula one of these metrics are 

given below: 

 

 Accuracy  =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
                                                         (5) 

 

Where TP is true positive; TN is true negative; FP is false positive; 

and FN is false negative  

Moreover, the proposed techniques are also validated by using 10-

fold cross validation 

3. Experimental results and discussion 

In this study, comparative analysis of four filter-based gene selec-

tion techniques, namely SNR, FC, IG and T-test are conducted to 

determine the discriminative power of SVM and C4.5 classifier. At 

the beginning, prior the downstream analyses of gene selection 

method, the selected gene expression datasets have been analyzed 

using heat map.  A heat map is a graphical representation of data 

where the individual values contained in a matrix. Genes are por-

trait in rows while samples are represented in columns. The values 

of gene expression, Xij, on the other hands are visualized in a color 

form, where green color denotes to down regulated genes (under 

expressed), and red color signifies upregulated genes (over ex-

pressed). The obtained publicly genes expression dataset have been 

analyzed using heat map to determine the distribution of gene ex-

pression. This analysis is executed using R function in a biocLite R 

package. 

Figure 3 shows the performance of gene selection techniques. The 

first row illustrated results obtained when was run with SVM and 

second row is for C4.5. Detail results are presented in Table 2 and 

Table 3. 

 
Table 2: The accuracy results of SVM classifier on ten-fold cross validation 

 
 
Table 3: The accuracy results of C4.5 classifier on ten-fold cross validation 

 
 

Experimental results in Table 2 and Table 3 have shown that gene 

selection is an important and crucial task in enhancing the accuracy 

of classifiers. The results have revealed that classifier performance 

could be further increased in comparison to the used of original da-

tasets, for both classifier; SVM and C4.5. The comparative analysis 

has shown that SNR and IG techniques work better compare to 

other filter-based gene selection techniques when run with SVM, 

with mean accuracy of 83% and 84%, respectively. 

This study also has discovered that SNR and IG are more suitable 

to be used with SVM while IG fit perfectly for C4.5. In a colon 

dataset, SVM has achieved a specificity of 86% with SNR while 

and 80% for IG. In contract, C4.5 has obtained a specificity of 78% 

for IG on the identical dataset. These results indicate that SVM per-

formed slightly better with IG pre-processed data compare to C4.5 

on the same dataset. Furthermore, it has been discovered that these 

filter-based gene selection techniques, SNR, IG, FC and T-test per-

formed better in colon dataset in comparison to 
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Figure 3: Experimental results for four filter-based gene selection technique, SNR, FC, IG and T-test tested on SVM (first row) and C4.5 (second row) 

 

breast cancer or lung dataset. It is most probably due to the small 

number of genes in relative to other datasets which have been 

tested. Hence, other subsequent analysis is required to address 

the high dimensional gene expression profiles. 

4. Conclusion 

DNA microarray is the breakthrough technology in domain of 

biology. However, due to the nature of this microarray data, it is 

common that a large number of genes are not informative for 

classification because these genes can be either irrelevant or re-

dundant. For such a reason, gene selection methods become ap-

parently needed. In this study, we aim to investigate and com-

pare the effectiveness of these four popular filter gene selection 

techniques such as SNR, FC, IG and t-Test in selecting informa-

tive genes that can distinguish cancer and normal tissues. Our 

experimental results have shown that gene selection techniques 

are equally importance in classifying tissues samples besides 

having an appropriate classifier. Hence, by go through gene se-

lection process the classification accuracy can be further im-

proved. 
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