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Abstract 
 

Predicting performance is very significant in the education world nowadays. This paper will describe the process of doing a prediction of 

student performance by using data mining technique. 257 data sets were taken from the student of semester 6 KPTM that involved four 

(4) academic programs which are Diploma in Computer System and Networking, Diploma in Information Technology, Diploma in Busi-

ness Management and Diploma in Accountancy. Knowledge Discovery in Database (KDD) was used as a guide to the process of finding 

and extracting a knowledge from the dataset. A decision tree and linear regression were used to analyze the dataset based on variables 

selected. The variables used are Gender, Financing, SPM, GPASem1, GPASem2, GPASem3, GPASem4, GPASem5 and CGPA as a 

dependent variable. The result from this indicate the significant variable that contribute most to the students’ performance. Based on the 

analysis, the decision tree shows that GPASem1 has a strong significant to the CGPA final semester of the student and the prediction 

accuracy is 82%. The linear regression shows that the GPA for each semester has a highly significant with the dependent variable with 

96.2% prediction accuracy. By having this information, the management of KPTM can make a plan to ensure that the student can main-

tain a good result and at the same time to make a strategic plans for those without a good result. 
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1. Introduction 

Data mining can be defined as a process of analyzing data form 

a big data repository, compile it and turn it into useful infor-

mation. This data mining technique can be used in industry, 

science, engineering, government and education. It can be con-

cluded that data mining is a process of finding the relationships 

and patterns among the data in large relational database[1].  

Recently, tutors and researches have been utilized data mining 

techniques in analyzing students learning in order to get a 

broad view of it and at the same time can improve the quality 

of the educational procedures [1]. Data mining also can be 

described as a combination of tools taken from artificial intelli-

gence area and statistic together with database management in 

computer science field [2].   

KPTM is an institution that practices in maintaining the quality 

improvement in providing the best teaching and learning ser-

vice in a conducive environment in order to fulfill clients’ satis-

faction with excellent reputation and at the same time will lead 

a holistic education through global acknowledgement and ac-

ceptance. 

YEAR 
TOTAL 

DROPOUT 

2014 160 

2015 172 

2016 99 

Figure 1. Data KPTM student in 2014-2016 

 

Figure 1 shows that the total number of students that dropout 

from year 2014-2016. The number increase from year 2014 to 

2015. Student performance is the major concern to the man-

agement of KPTM. Among the student that dropout, there are a 

number of students with a good grades. This prediction is very 

important for the management to come out with a solution on 

how to manage the student based on their performance. 

The performance prediction can predict the student perfor-

mance at the early stage of their study duration. The manage-

ment of KPTM need to identify the student that has the poten-

tial in getting good grades in order to prevent them from drop-

out. They also need to manage the student that do not achieved 

a good grades accordingly. 

2. Background and Related Works 

Data mining a technique of computational process of analyzing 

data which involve methods that involved with artificial intelli-

gence, statistics, machine learning and database systems from 

different perspective and after that, summarizing into useful 

information in discovery patterns in large dataset. The main 

goal of data mining is to select or get the relevant information 

from a data set and convert it to become pattern for future use. 

 

Devasia, T. P, and Hegde [3] stated that nowadays, students 

that were dropping out has been increasing and it has been 

affecting the reputation of the institute; not just only the stu-
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dents’ career. The current system has no capability to analyze 

the data but only can maintain the information on student in the 

form of numerical values and it can only store and access the 

information.  

 

Ktona, Xhaja and Ninka in [2] stated that data mining is an area 

in computer science that can be used in education and at the 

same time can provide a findings that will help to increase the 

education quality. It’s a combination of tools of statistics with 

database management and artificial intelligence. 

 

Different classification techniques were used by Mishra, Ku-

mar, and Gupta in [4] to build performance model based on 

students’ social integration, academic integration, and various 

emotional skills. Two algorithm were used applied which are 

Decision tree-J48 (Implementation of C4.5) Random Tree to 

predict third semester performance.  

Buniyamin, Mat, and Arshad in [5] used data includes Students 

GCPA scores of every semester, GPA scores in their courses 

such as Mathematics, Signal and system, Digital System, 

CGPA of every semester and GPA prediction and classification 

of engineering students achievement. Buniyamin, Mat, and 

Arshad in [5] also describe a tool to identify, predict and classi-

fy students depends on their academic performance that was 

calculated using Cumulative Grade point average (CGPA) 

grades. Buniyamin, Mat, and Arshad in [5] also used student 

data to improve in education planning and presents techniques 

to obtain knowledge from databases to predict student’s per-

formance. 

 

Arsad, Buniyamin, and Manan in [6] used Cumulative Grade 

Point Average (CGPA) at semester eight to identify the accom-

plishment in academic. Variables used are the results in the 

first semester for the fundamental subjects as an independent 

variables or input predictor variables and the output or the de-

pendent variable was used CGPA at semester eight. Arsad, 

Buniyamin, and Manan [6] has also divided the variables into 

two which are dependent variable and independent variables or 

input predictor variables. The CGPA taken from semester eight 

was used as the output or the dependent variable and the results 

for the fundamental subjects in the first semester were used as 

independent variables or input predictor variables. 

 

Arsad, Buniyamin and Manan in [6] stated that the outcomes 

shows that basic subjects at semester 1 and 3 can give a strong 

influence in the final CGPA for graduation. There is direct 

correlation between students’ strong achievement on funda-

mental subjects at early semester with the overall academic 

performance on graduation. It was concluded that the funda-

mental subject must be fully dominated because it can effects 

other subjects at the higher semester. 

 

Mishra, Kumar and Gupta in [4] found that the result of second 

semester will influence the third semester result and the pro-

gramming subject in second semester will form the foundation 

of programming subject in third semester. A good academic 

performance indicates a good performance in third semester. 

From the emotional attributes, leadership and the spirit to suc-

cess can effected the student performance. The performance of 

both the algorithm used is sufficient; Random Tree implemen-

tation earned a higher overall accuracy (94.418%) compared to 

J48 with 88.372% accuracy. Also J48 is lower than the True 

Positive Rate, Precision and Recall measures of Random tree in 

determining the accuracy. 

 

Jacob, et al. in [7] stated that the C5.0 classification algorithm 

has 100% classification accuracy and the comparison will be 

done between proposed algorithm and the bench mark algo-

rithms such as Decision tree induction and Naïve Bayes. This is 

very helpful for the educator to find a specific student that need 

a special consideration. 

3. Methodology 

Methodology is a process of collecting information and data 

which used several concepts and theory beneath it. The meth-

odology used in this research is Knowledge Discovery in Data-

base (KDD) that involved with the process of finding and ex-

tracting a knowledge from a collection of data in the context of 

large database. This is done by using algorithm according to 

the specification by using a database together with any required 

preprocessing, subsampling and transformation of that database.  

 

A. Data Selection 

 

Selection of data involved with the process of determine what 

data that will be used for the knowledge discovery such as what 

kind of data available, need for any additional data and the 

integration between all of the data. This process is very critical 

in order to apply the data mining techniques and if some data 

and attribute is missing, it can effects the entire process. 

 

In this study, there were 257 data set taken from the student of 

semester 6 which involved with 4 programs – Diploma in 

Computer System and Networking, Diploma in Information 

Technology, Diploma in Business Management and Diploma in 

Accountancy from KPTM Alor Setar. 

 

There are 11 (eleven) attributes chose such as Gender, Program, 

State, Sponsorship, SPM, CGPA, GPA Sem 1, Sem 2, Sem 3, 

Sem 4, and Sem 5. This data has been taken from Campus 

Management System (CMS), KPTM Alor Setar. 

 

B. Data Preprocessing 

 

Data Preprocessing is very crucial in order to ensure that the 

data set used is a quality and reliable data. This steps involved 

with the preprocessing and cleaning data that will remove the 

irrelevant data and deciding strategy to handle missing fields 

and altering data based on the requirement. At the same time, 

simplifying the data set by removing the unwanted variables 

and analyzing the features that can be used to represent the data 

set depends on the goal and the task of doing data mining. 

 

Box plot and cross tabulation in SPSS are used in this process 

to compare the relationship between variables in order to find 

out which variable do not have any relation with other variable. 

The variables that do not have any relation, will be taken out 

and the outcome is a clean data set.  

 

C. Data transformation reduction 

 

This step involved with changing or combining into an appro-

priate form in data mining. It is a statistical measure that will 

evaluate the degree of changes of one variable to the value of 

one another. The tools that will be used is SPSS. The correla-

tion test has been done to identify the strength of the relation-

ship between the variables and how strong the relationship is. 

The outcome from this phase will be data required for model-

ling.  

 

D. Implementation of Data Mining 

 

One of the technique used in this project is linear regression in 

SPSS. Linear regression is a statistical method that can be used 

to summarize and identify the relationship between two (2) or 

more variables. The main purpose of linear regression analysis 

is to find out the associations between dependent variable and 

independent variables when the dependent and independent 

variables relationships are almost linear. It can show an opti-

mum result but it is not suitable for non-linear relationship.  
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The J48 algorithm were also implemented to the dataset to 

develop the decision tree. For the analysis, the 10 fold cross 

validation approached has been used, which used to evaluate 

the dataset by dividing them into 10 equally sized parts to test 

and evaluate the dataset.  

 

4. Result and Analysis 

Linear regression has been applied to the preprocessed data in 

order to find the relationship between dependent variables such 

as Gender, Sponsorship, PreviousSPM, GPA Sem 1, Sem 2, 

Sem 3, Sem 4, and Sem 5 and dependent variable such as 

CGPA. The significance level has been set to <0.05 (where p 

value <0.05 indicates that there is a correlation between the 

dependent variable and predictor).  

The variables such as GPASem1, GPASem2, GPASem3, 

GPASem4 and GPASem5 have a highly significant with the 

dependent variable. Variable Financing and PreviousSPM has 

correlation with the dependent variable and Gender has no 

correlation with the dependent variable. The prediction accura-

cy in linear regression is 96.2% which indicates that the predic-

tors has a strong correlation with the dependent variable.  

 
Figure 2 . J48 decision tree used in the analysis 

 

The decision tree in Figure 4 uses J48 algorithm with 10 fold 

cross validation approached and has shown that the prediction 

accuracy is 82.5%. It indicates that the data set are classified as 

positive value. There is a strong significant relation between 

the GPASem1 and CGPA. Another variable that has significant 

value with CGPA is GPASem2, GPASem3, GPASem4 and 

GPASem5. The decision tree also indicates that financing and 

SPM also has significant value with the CGPA. It also shows 

that Gender does not contribute in the student performance. 

 

The prediction accuracy is the method in ensuring that the 

techniques used, reached the right measurement of accuracy. 

Table II shows the prediction accuracy between Linear Regres-

sion and J48 Decision Tree. The prediction accuracy of linear 

regression is 96.2% which is higher compared to J48 Decision 

Tree.  

 

Table II. Prediction Accuracy 

Linear Regression J48 Decision Tree 

96.2% 82.5 

 

The result is to find out which variables has a strong relation 

and contribute more to CGPA and it shows that variables such 

as GPASem1, GPASem2, GPASem3, GPASem4 and 

GPASem5 has a highly significant with CGPA. 

The reason why variables such as GPASem1, GPASem2, 

GPASem3, GPASem4 and GPASem5 has a highly significant 

with the CGPA is mainly because these variables is a part of 

the CGPA.  

Financing and SPM is the variables that is not a part of the 

CGPA so it shows less significant. It also shows that Gender 

doesn’t have any strong effect on the CGPA of the student. 

5. Conclusion and Future Works 

The main goal of this paper is to discuss about predicting the 

student performance by using data mining technique. Phases in 

KDD has been used in order to find which variables that can 

strongly contribute to the student performance. The tools such 

as SPSS and WEKA has been used to assist the predicting pro-

cess and to prepare the data set for modelling, to produce a 

clean data set, to prepare data for modelling process and to 

prepare a patterns of data to reach the prediction accuracy. 

Predicting the performance and identifying the potential stu-

dents at the early stage is very important for the management of 

KPTM Alor Setar to manage that particular student, to increase 

and sustain the number of student and at the same time can 

prevent them from leaving the college earlier than expected. It 

will help the management to find a way to reduce the number 

of potential student that dropout and also can help the low 

achiever student as early as possible.  

The result shows that Linear Regression has a higher prediction 

accuracy compared to J48 Decision Tree. The analysis also 

shows factors contribute most to the performance of the stu-

dents. 

This paper will help the management of KPTM to manage the 

student performance. Predicting the performance and identify-

ing the potential students at the early stage is very important for 

the management of KPTM Alor Setar to manage that particular 

student accordingly. Predicting the student performance is im-

portant in order for the management to increase and sustain the 

number of student and at the same time can prevent them from 

leaving the college earlier than expected. It will help the man-

agement to find a way to reduce the number of potential stu-

dent that dropout and also can help the low achiever student as 

early as possible in getting good grades.  

In the future, a different set of variables such as students’ emo-

tion, parents’ occupation, parents’ salary, parents’ occupation 

and students’ curriculum activity can be used as the predictor. 

It is to extend the factors that can contribute the students’ per-

formance and to find which factor can tribute most to the stu-

dents’ CGPA. This will make the research done more compre-

hensive and the result will be more accurate. 
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