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Abstract 
 

It is easy for a human eye to distinguish the images of similar appearance but classifying the images like that of cancer affected skin  

requires more expertise. And as the skin cancer cases are increasing globally, it requires more number of human experts. To overcome 

this problem, many people are working on constructing machine learning classifiers which can detect skin cancer automatically by    

classifying skin images. This paper concentrates on developing an approach for predicting skin cancer by classifying images using deep 

convolution neural network. The proposed work is tested on standard cancer dataset and obtained more than 85% accuracy. 
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1. Introduction 

1.1 Motivation 

Today, almost every application in the world is directly or indi-

rectly influenced by computer systems. Computers are used in 

diverse areas for various automated applications. In the diseases 

like cancer, identifying the disease at the early stage is very im-

portant for better treatment and cure. Today many people across 

the globe are suffering with skin diseases and number of skin can-

cer cases are more compared to any other types of cancer [1].As 

all the skin cancers are not the deadly cancers, by looking at the 

skin images, it is required to predict whether it is deadly cancer or 

not. From all skin cancers, melanoma cases are present in just 5% 

of cases, but 75%of times, it may lead to death according to Amer-

ican Cancer Society  [2, 3].Detecting skin cancer by human doc-

tors requires more expertise and knowledge and with increased 

number of skin cancer cases, it requires more number of experts 

who can correctly diagnose the disease. As it is difficult to get 

more number of human experts, today many researchers are work-

ing on developing machine learning algorithms to solve this prob-

lem. Automated detection of skin cancer is a challenging task [4] 

but by training the computer it can identify whether the skin is 

affected with deadly cancer or not. This paper proposes Deep 

learning approach to predict the cancer. The proposed work is 

implemented with Tensor Flow and Inception V3 models and 

tested on standard cancer dataset and obtained more than 85% 

accuracy. 

1.2 Problem Definition 

Skin cancer is the most common due to abnormal growth of skin 

cells. But this growth always may not be the symptom of deadly 

cancer. So, distinguishing correctly and proper treatment leads to  

 

better cure of the disease. In this paper, deep convolutional neural 

network (DCNN) [5], a machine learning classification technique 

is used to classify the skin cancer images. As accuracy is the most 

important factor in this problem, by taking more number of     

images for training the network and by increasing the number of     

iterations, the DCNN accuracy can be enhanced. Tensor Flow is a 

large scale machine learning system developed by Google [6] and 

Inception V3 is Google’s CNN architecture [7].Here, the DCNN 

algorithm is implemented with Tensor Flow and Inception V3. 

1.3 Terminology 

1.3.1 Types of Skin Cancer 

Skin cancer [8] affects people whose skin is highly exposed to the 

sun rays. Those who have lighter coloured skin have higher risk of 

cancer. There are two types of cancer. They are  

Malignant Cancer In Fig.1 the cancer cells spread from one part 

of the body to the other there by even though, the cancer cells are 

removed from the initial affected part, it may raise from other 

parts. It is considered to be the deadly cancer. Sarcomas, Carci-

nomas [9] are the common varieties in this malignant cancer and 

melanoma though less in number is a serious type of cancer. 
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Fig. 1: Malign Cells 

Benign Cancer In Fig.2 cells do not spread from one part of the 

body to the other part. It is called benign cancer. If the cancer cells 

are removed from initial place it will never come back again. It is 

regarded as normal cancer. 

Most Common types of benign cancers are Adenomas, Meningi-

oma’s, Fibromas or fibroids, Papilloma’s, lymphomas, Nevi,  

Myomas, Haemangioma, Neuromas, Osteochondromas [9]. 

 

Fig. 2: Benign Cells 

1.4 Transfer learning 

Transfer learning is a machine learning technique [10] which is 

based on the concept of reusability.  

Fig.3 describes the inception V3 model which processes convolu-

tion, pooling, softmax and fully connected operations. 

 

Fig. 3: Inception V3 

Here a pre-trained neural network developed for one task can be 

used as the starting point of other. The image recognition model 

Inception-v3 contains two parts: 

• Feature extraction part using convolutional neural 

network. 

• Classification part using fully-connected and softmax 

layers. 

The pre-trained Inception-v3 model succeeds in state-of-the-art 

accuracy for distinguishing universal things using 1000 classes, 

like "Zebra", "Computer", and "Dishes". The model extracts fea-

tures from input images in the first part and classifies them based 

on those features in the second part [11]. 

1.5 Tensor flow 

Tensor Flow is an artificial neural network having more than three 

layers as in Fig.4. It has one input, one output and multiple hidden 

layers [12].  

 

Input 

Hidden 

Layer 1 
Hidden 

Layer 2 

Output 

 

Fig. 4: Neural Network 

It is a deep learning frame work developed by Google.  It has con-

trol over every neuron (node) in the network and has libraries 

suitable for image processing. The weights of the neural network 

can be modified to achieve better performance [13]. 

2. Literature Survey 

There are various techniques in image processing for image classi-

fication. Deep convolution neural network (DCNN) is a new ap-

proach for this problem. Researchers are using this technique re-

cently in various classification problems. Deep learning models 

are used in many application areas of medicine [14, 15]. DCNN is 

used to classify the time series signals in [16]. Here the time series 

signals are first converted to 2D images using recurrence plots and 

then CNN is used for image recognition. Early detection saves the 

life of many patients in cancer diseases and the detection of skin 

lesions is proposed in [17]. The proposed methodology was tested 

on ISIC dataset and found to be accurate.  Skin cancer cases are 

increasing day by day and presently they are more in number 

compared to any other type of cancer US. By following VGG16, 

VGG19 &Google Net models, deep convolution network was 

constructed and implemented on GPU architecture in [18]. The 

proposed approach obtained 73% accuracy. Classification of non-

malignant lesions from malignant was done in [19]. The training 

approach used deep residual networks with transfer learning. As 

the early symptoms of Melanoma cancer and moles are almost 

similar, it is very hard to distinguish both. RBF Gaussian SVM 

approach is used for classification in [20]. Classification and de-

tection of skin cancer using 2D Wavelet decomposition and multi-

layer, radial basis neural networks is discussed in [21]. Usage of 

wavelet transforms and fuzzy logic for the skin cancer detection is 

discussed in [22]. Deeper models results in better skin cancer im-

age classification [23]. Melanoma screening using segmentation 

before feature extraction is used in [24, 25]. 
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3. Architecture 

Fig.5 shows the step by step process of the proposed work model 

[26, 27]. The steps in the proposed classification model are as 

follows: 

1. Perform convolution and pooling on the image recur-

sively 

2. Apply drop out and fully connected. Now the image 

must be classified according to the training class labels. 

 

Image for 

classification 

Convolution Maxpool 

Convolution Avgpool Maxpool 

Dropout Fully Connected 

Training 

Classes 

Inference 

Classes (Varies 

by task) 

INCEPTION MODEL 

 

Fig. 5:  Architecture of proposed work 

Convolution is a step by step process; it extracts diverse features 

of the input. Each kernel is responsible for producing an output 

feature [12]. The lower level features of an image like edges, lines, 

and corners are exacted by lower layers and the higher-level fea-

tures are extracted by higher layers. So, an input image with 

height h and width w and depth d (hXwXd), if it is convolved with 

M kernels, each kernel with height h1, width w1 and depth d1 

(h1Xw1Xd1), individually produces M features. 

To make the features obtained from convolution robust against 

noise, pooling is applied. The resolution of features is reduced by 

pooling. Pooling can be done via max pooling or average pooling. 

Fig.6 depicts pooling. 

 

 

A standard dataset from ISIC [28] having 13000 images was used 

for experimentation. The dataset contains two types of cancerous 

skin images and so they were divided into two folders benign and 

malignant. Fig.7 shows the dataset is divided into two folders. 

 

Fig. 7:  Dataset Folders 

In Fig.8 skin cancer image is taken as input and inception V3 is 

applied in which convolution, pooling, softmax and fully connect-

ed operations are performed. After performing these tasks, it is 

classified according to various training classes and finally it is 

labelled as malign and benign cancer. 

 

Fig. 8: Skin Cancer Image Classification 

The steps in the classification using proposed work are as follows: 

Algorithm TFclassification { 

Step 1: Begin 

Step 2: Build list of images // start training 

Step 3: Give path for storing bottle neck values 

Step 4: Provide inference to the images //to create bottle neck 

values 

Step 5:  Create a folder for all images of bottleneck values 

Step 6: Create bottle neck values for every single image 

Step 7: Create new softmax layers and fully connected layers // 

End of training 

Step 8: Test the new image 

Step 9: End 

4. Experimental results 

The experimental work is done by connecting docker to the virtual 

box. The neural network is trained to create bottleneck values. 

Fig.9 shows the generation of bottle neck values. Bottleneck   

values compress the features to fit in the available space. 

Fig. 6: Average Vs Max Pooling 
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Fig.10: Fig.11 shows the generation of bottle neck values when the num-

ber of iterations is 10 and 100 respectively. It also indicates the accuracies. 

Fig.12 shows the test accuracy vs. no. of iterations graph. The 

graph shows that the test accuracies are increasing with the in-

crease in number of iterations. 

Fig.13 shows the result when a sample test image is taken. As the 

score of benign is high compared malign, the test image classified 

as benign. 

5. Conclusion 

Image classification of skin cancer using DCNN with tensor flow 

and inception V3 models is implemented on CPU version. By 

using bottleneck values, good accuracy can be achieved even with 

CPU version. By increasing the number of iterations, the proposed 

approach got more than 85% accuracy. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 12: Comparison of test accuracies vs no. of iterations 

 

 

 

 

 

 

 

Fig. 13: Prediction of Cancer 

 

Fig. 10: Creation of bottle neck values for 10 Iterations 

Fig. 11: Creation of bottle neck values for 100 Iterations 
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