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Abstract 
 

Today's online world was fully filled up with blogs, views, comments, posts through various websites and social-surfs. People were habit-

uated with posting every incident into blogs, messed with comments like text and emotions, which are a mixed bag of sad, happy, worry, 

cry etc. Analysing such data was called as Sentimental Analysis. To analysis, these unordered data we use new emerged technology algo-

rithms. Machine learning a transpire technology which is engaged with almost all the fields, where its algorithms are more powerful that 

give with better faultless results. In this paper, we are analyzing tweets based on movie reviews using the Multinomial Logistic Regression, 

Naïve Bayes, and SVM algorithms to compare score value to show the best text analysis algorithm. 

 
Keywords: Sentiment Analysis, Opinion Mining, Twitter Analysis, Machine Learning, Natural Language Processing. 

 

1. Introduction 

As the world keeps on moving with its new innovations in every 

field, people also habituated to the technology often. Each and 

every field Internet is growing and showing its most prominent 

role in the world. Eventually, people also in their own busy world 

using the Internet as much they can. The Social site for both enter-

tainment and educational purpose, running in a successful manner. 

Especially social networking is growing in a wide range. The so-

cial sites like Facebook, WhatsApp, Instagram Twitter etc., are 

tuned to everyone’s daily routine. Few online Shopping sites like 

Alibaba, Amazon, Flipkart, Shein etc are exciting people with their 

own way of business strategies day by day. Feedback from all these 

sites, about a movie review, product details, satisfactory level, 

about offers they wish for us, the blog or post in all social sites, 

etc., all are being increased every day. Together all these are pro-

ducing a wide range of data. 

Generally, sentiment analysis targets to work with a user’s point of 

view over a subject with polarity or interaction over a document or 

emotional review of the text [1]. The general user's point of view 

might be emotion, analysis, judgment, conclusion. The technique 

used here is that predict the content of the statement by its features 

in words and emojis used. For example, a positive sentiment is, 

“The weather is cool” on the other hand, a negative sentiment is 

“The weather is unbearable”. The texts are supposed not to be stat-

ing any sentimentality, such as news header. 

There are various sources of data from the web, sites, blogs etc., 

can be held to give a superior allowing of user opinion such as 

problem are at the between of natural language processing(NLP) 

and data mining research. Analysis all these data is important in 

business aspect for their growth, sentimental analysis has come 

into the picture. [1] Measuring peoples level of satisfaction is 

called Sentimental Analysis. Categories of sentiment analysis are,  
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Figure1: Categories of sentiment analysis. 

 

Knowledge-based techniques classify the text-based which is un-
ambiguous like happy, sad, afraid, and bored. Some context bases 
are not likely to not involving any words influenced by related to 
assign available to use the words likely to understand to explicit 
emotions. 
 
Applied math approach ways hold on parts of machine learning 
respect latent linguistics analysis, support vector machine, “bags 
of words” and linguistics. To extract the opinion in context and 
find the feature regarding that the speaker has opined, the gram-
matical relationships of words square measure used. 
 
Hybrid approach max advantages on each machine learning and 
parts from information illustration adore ontologies and linguistics 
networks to notice linguistics that square measure expressed in an 
exceedingly refined manner, e.g., through the analysis of ideas that 
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don't expressly convey relevant data, however that square measure 
implicitly coupled to alternative ideas that do, therefore. 

 
Python is both Application-oriented and Problem-oriented lan-
guage which is used by thousands of people for testing, games with 
PyGame library etc, it provides a dynamic and automatic manage-
ment for systems which supports different programming models 
incorporated with imperative, object-oriented, functional and pro-
cedural with a comprehensive standard library. Here we have used 
four python packages, 

  

NumPy: NumPy is a Python library which adds reinforce for 
multi-dimensional arrays. It speedily integrates with a wide variety 
of databases and integrates with C/C++ also. 
 

Scikit-learn: Scikit-learn a Machine learning library for Python 

which is free of cost and provides many Classification, Regres-

sion, and Clustering algorithms that include Support Vector Ma-

chine, Random Forest, Gradient Boosting, k-means, and 

DBSCAN. It has the ability to exchange and use information with 

NumPy and Spicy. 
 

Natural Language Toolkit: Natural Language Toolkit 

(NLTK) is a package of libraries. It helps in writing programs for 

representative token and to process common language using Py-

thon which is written in English. It includes graphical demonstra-

tion and sample data which accompanied by concepts of pro-

cessing tasks, plus a cookbook. 
 

Tweepy: Tweepy is a Python library which is used to access the 

twitter data using Twitter API. It provides an OAuth with authen-

tication along its access tokens. It downloads your timeline tweets 

and prints each one of their text. 

2. Keywords 

Twitter: The Tweet is a collection of “bags of word” which is pres-

ently used in a wide range. It approximately produces the range of 

data 200 million tweets a day. A Tweet in the user point of view to 

share the daily life to the public. Each and every user have their 

own point of view to express using these tweets. So, to analyze 

these texts based natural language processing techniques are used. 

Analysis all these data is important in business aspect for their 

growth [2]. 

Sentiment Analysis: Analysing the view in users point to predict 

the output with the percentage of positivity and negativity is called 

Sentimental Analysis. With the help of results, we can predict the 

ups and downs of a business point of view, to improve the quality 

of the film, to make more good books, most used product etc, these 

techniques are powerful and used at the wide range for predicting 

future and come to a judgment. So, sentiment analysis is important 

[2]. 
 

Machine Learning: Machine learning [3] is the application help 

for computer’s self-development and adjusts automatically with-

out human intervention. Machine learning classified into 3 differ-

ent models where each has its own way of problem-solving tech-

niques. However, to solve any problem there are two steps. In the 

first one allow the model to learn from existing data up to a 

maximum of 80% and then in the second step apply an algorithm 

with new data set of 20%, using model trained before. In our paper, 

we are using Naive Bayes, Support Vector Machine (SVM), Mul-

tinomial Logistic Regression the Machine learning algorithms that 

are supported by Natural Language Processing of text. 

 

 

 

 

 

 

 

Table 1: Comparison of machine learning algorithms. 
Algorithm   Advantage   Disadvantage   

Naïve  
Bayes [5][6][7] 

Easy to implement. Obtains 

good results in most cases 
even with small amount of 

training set. It helps to scale 

up for large training set also. 
Best algorithm for text clas-

sification and analysis.   

It cannot difference 
between continuous 

features of words. It 

takes more runtime 
memory.  

SVM   

[7][11] 

Robust against overfitting, 

especially in high dimen-

sional space.   
   

Can’t scale up   and 
less preferred over 

the random forest    

Multinomial   
Logistic   

Regression [10] 

Models can be updated with 
new datasets and avoid 

overfitting. 

Need huge amount 

of training dataset    

 

3. Literature Survey 

Jayashri khairnar and Mayura Kinikar [4] illustrated Sentiment 

Analysis using Machine Learning Approaches which provides a 

solution for classification problem and is mainly divided into two 
steps with training data and model based on the model to be 

trained from predefined rules and classifying the unrevealed data 
using Naive Bayes classification 

 

 
 

and Support Vector Machine(SVM) has been shown with highly 

traditional text categorization outlaying Naive Bayes theorem  
 

 

and the evaluation of sentiment classification with confusion ma-
trix with actual positive and negative instances. Ruchi Mehra, 

Mandeep Kaur Bedi, Gagandeep Singh, Raman Arora, Tannu 

Bala and Sunny Saxena [5] provided information of classification 
of Sentiment analysis data using Naive Bayes and Fuzzy algo-

rithms which provides the data that is been collected from differ-
ent social websites such as Facebook, Twitter with a list of pa-

rameters that provides the Accuracy, Recall and Precision. 
Bingwei Liu, Erik Blasch, YuChen, Dan Shen and Genshe Chen 

[6] depicted information of sentiment analysis using Naive Bayes 
classifier on Big Data using the Hadoop where the problem is 

classified into Training Job[18-21]. Combining Job and Classify 
Job. It also provided information on the virtual Hadoop cluster 

that is built on the cloud where the results are differentiated with 
the cloud is weaker to Hadoop cluster. 

4. Methodology 

General Sentimental Analysis: A basic system that performs with 

a level of sentiment analysis on Twitter based on movies with fol-

lowing steps: 

a. Fetch data from Twitter. 

b. With Feature selection and Word Features, get both positive 

and negative tweets. 

c. With the help of Training set both Positive and Negative 

tweets and using Classifier we can analyze tweets who are 

positive and negative. 
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Figure 2: General Sentiment Flowchart.  Source: [17] 
 

• From above explained general sentiment analysis it says that, 
for the tweets retrieved we apply the word search and feature 
extraction to a classified set of tweets and produce the senti-
ment overall. 

• Analysing all the tweets from twitter, our prediction model de-
fines the sentiment (Positive, Negative, Neutral) over a “key-
word” based on key search method from all the tweets. 

 

 
Figure 3: Description of general Sentiment Analysis 

 

• Showing the result, users judgment for the word “bitcoin” 

shown in pie chart. 42% are positive, 42% are neutral, 15% are 

negative. Hence classified the tweets according to their senti-

ment. 

 

5. Proposed Work  
 
A model is proposed to analyze the data using tweet dataset. 
There are few steps that process the tweets 
 

a. Data Preparation from Twitter 

b. Pre-processing 

c. Creating dataset 

d. Applying Algorithms 

 

 
Figure 4: Description of proposed Sentiment Analysis 

 

Data Preparation from Twitter: Firstly, to get data for sen-

timent, we need to retrieve data from Twitter. We need to access 

them through Twitter API. Steps as follows, 
 

• Register with Twitter application developer’s portal to get au-

thentication for getting data from Twitter. 

• After the application is created with your twitter account, we 

need to access the Access Tokens and Keys, they provided. 
        consumer_secret: < Your Twitter Consumer Secret Key>  
        consumer_key: <Your Twitter Consumer Key> 
        access_token: < Your Twitter Access Token Key > 
        access_secret: < Your Twitter Access Secret Key > 
 
• Now run the code to fetch the data from Twitter. 
• It creates a TEXT file into the same directory. 

 

Pre-processing of datasets: A tweet is combination different 

opinions. It might be structured or unstructured or uses some dif-
ferent own languages to express the feelings in a Tweet form. For 
processing these tweets, we need to first classify them positive and 
negative tweets by pre-processing steps that are to be followed as 
follows, 
 
• Eliminate all URLs, hashtags, targets. 
• Correct the spellings and repeated characters. 

• Substitute all emotag with their respective sentiments like 
happy sad, fear etc. 

• Eliminate stop words 
• Remove Non-Negative Tweets 
 

Creating Datasets: To process data and extract the file as .csv 

into your directory, 

 

• For data, pre-processing, extract the data from a text file to 

process it. 

• It follows the all the previous steps to change the data. 

• Finally, it automatically creates the .csv file into the same di-

rectory. 
 

Applying Algorithms: Machine learning algorithms are the 

powerful algorithms that result in accuracy. In our paper, we are 
using Naïve Bayes, SVM, and Multinomial Logistic Regression. 
These three are powerful algorithms for classifying the textual data 
and process them with POS tagger with python language, for more 
accurate results. 
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Here we are using the TF-IDF (Frequency Inverse Documentation 
Frequency) method, numerical statistics that is indeed to reflect 
the importance of a particular word from a document. 

TF-IDF Technique: It shows the reflection of the words used in 

the document. A weighted approach in searches of IF (Information 
Retrieval), Data mining. Most recommended systems in the do-
main of digital libraries. Collection of the TF-IDF weighted-plan 
is frequently used via web indexes as a focus in scoring and posi-
tioning an archive's significance given a client inquiry. [16] TF-
IDF can be efficiently used for stopwords by separating in differ-
ent subjects, including content rundown and characterization. 
TF: Term Frequency, which measures the frequency of a particular 
word occurs in a report. Since each report is diverse long, it is con-
ceivable that a term would seem significantly big circumstances in 
lengthy records than shorter ones. 
In this manner, the term recurrence is regularly separated from the 
length of the report (otherwise known as. the aggregate number of 
terms in the record) as a method for standardization: 
 

TF(t) =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑖𝑚𝑒𝑠 𝑡𝑒𝑟𝑚 𝑠ℎ𝑜𝑤𝑠 𝑢𝑝 𝑖𝑛 𝑎 𝑟𝑒𝑝𝑜𝑟𝑡

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑒𝑟𝑚𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑎𝑟𝑐ℎ𝑖𝑣𝑒
 

 
IDF: Inverse Document Frequency, shows the imperative of 
phrase is. While registering TF, to consider all the terms similarly 
critical. In any case, it is realized that specific terms, for example, 
"is", "of", "that", might repeat yet a tiny significance. 
Along these lines, we have to overload the incessant terms while 
scaling up the uncommon ones, by registering the accompanying: 
 

𝐼𝐷𝐹(t) = log _𝑒(
𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑟𝑐ℎ𝑖𝑣𝑒𝑠

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑝𝑜𝑟𝑡𝑠 𝑤𝑖𝑡ℎ 𝑡𝑒𝑟𝑚 𝑡 𝑖𝑛 𝑖𝑡
) 

 
We are going to apply this technique for three machine learning 
algorithm that are described with results as follows below. 
 
The Algorithms for our proposed work defined follows: 
 
 

Algorithm for retrieving Tweets 

 

Begin 

       While Authentication (Success) do 

 if searchQuery(Found) then 

  for tweetCount  1 to reqCount do 

Download Tweets to a Text file 

 While (tweetCount < reqCount) do 

          Search for new tweets 

   if search found(NewTweets) then 

Append new tweets to the Text file     

else 

                                               Print “No more tweets found” 

 else 

          Print “No Tweets Found!” 

End 
 
Algorithm for Data Pre-processing  

 

Begin 

 Define movie_name, rating, file_name 

 for tweets in text file do 

extract searchQuery from a tweet and map it   

with movie_name 

remove all URL’s, stopwords, usernames, hy-

perlinks & trashy content and arrange in a 

clean format 

  save the dataset into a CSV file 

End 

 

 

 

 

 
Algorithm for Naïve Bayes, SVM, Multinomial Regression 

 

Begin 

 Define Naïve_Bayes, SVM, Mnlr 

 Classify_naive_bayes( train_x, train_y, test_x, test_y) 

  Mnb.fit(train_x,train_y).predict(test_x) 

  yHat = classify_naive_bayes(X_train, 

 Y_ Train, X_test) 

  Conf_mat = confusion_matrix( Y_test, yHat) 

 

 Classify_SVM( train_x, train_y, test_x, test_y) 

  svm.fit(train_x,train_y).predict(test_x) 

  yHat = classify_naive_bayes(X_train, 

 Y_ Train, X_test) 

  Conf_mat = confusion_matrix( Y_test, yHat) 

 

 Classify_Mnlr( train_x, train_y, test_x, test_y) 

  Mnlr.fit(train_x,train_y).predict(test_x) 

  yHat = classify_naive_bayes(X_train,  

Y_ Train, X_test) 

  Conf_mat = confusion_matrix( Y_test, yHat) 

End 

 
Naïve Bayes: Naïve Bayes is generally used for text-based clas-

sification method. It is a supervised Learning technique which is 
used for classification problem [6], widely used when high dimen-
sional training datasets. For example, Naïve Bayes mostly used for 
Spam Filtration, Sentimental Analysis, Classification new articles. 
With the help of Machine learning can build model fast and get 
quick predictions. With a well-trained dataset, it is possible to 
make good results with a text classifier. 
 
Implementation using Naïve Bayes: 
 
The following code for Naïve Bayes Algorithm performs Grid 
Search using algorithm. It helps to Fit the dataset and predict with 
X_train and Y_train. 
 

 
 

Figure 5: Score values of Naïve Bayes 
 

The above result shows the frequency- Score, a measure of test 

accuracy (an harmonic value of precision and recall value). The 

Naïve  Bayes shows the best value as 1.0. Hence to conclude that, 

the algorithm works perfect. 

 
SVM: Support Vector Machine(SVM) is known as the best clas-
sifier that provides the most accurate results in speech classifica-
tion problems [7]. They achieved by creating a hyperplane with 
maximal Euclidean distance for the nearest trained examples. 
Support Vector Machine hyperplane is completely resolved by a 
comparatively minute subset of the trained data sets which are 
treated as support vectors. The remaining training data sets have 
no access to the qualified classifier. So for the purpose of the text 
classification, the classifier SVMs have been used most fields. 

 
Implementation of SVM: 
 
Following code for Support Vector Machine performs Grid Search 
using algorithm. It helps to Fit the dataset and predict with X_train 
and Y_train 
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Figure 6: Score values of Support Vector Machine 

 

The above result shows the MSE (Minimum squared error), a 

measure of test accuracy (an harmonic value of precision and recall 

value). The SVM shows the as 0.8. Hence to conclude that, the 

algorithm works better. 
 
Multinomial Logistic Regression(MNLR): Multinomial lo-
gistic regression is preferred when we have the feature of different 
type nevertheless given that it is a regression model [10]. It is 
avoided when our features are highly correlated. Multinomial Lo-
gistic Regression is also called as SoftMax regression in place of 
ordinal logistic regression. Multinomial Logistic Regression 
works well on big data irrespective of different areas [16]. 
 
Implementation of MNLR: 
 
Following code for Multinomial Logistic Regression performs 
Grid Search using algorithm. It helps to Fit the dataset and predict 
with X_train and Y_train 

 

 
 

Figure 7: Score values of Multinomial Logistic Regression 

 

The above result shows the Frequency- Score, a measure of test 

accuracy (a harmonic value of precision and recall value). The 

Multinomial Logistic Regression, shows the best value as 0.19. 

Hence to conclude that, the algorithm works not even better. 

6. Comparison of Results 

Precision: The value of the entire true predicted against all pre-
dicted. A measure of how frequently an assumption rating was 
right. For reports with tonality, precision tracks what number of 
those that were appraised to have tonality were evaluated accu-
rately. 
 
Recall: A measure of what number of reports with feeling was 
evaluated as nostalgic. This could be viewed as how precisely the 
framework decides impartiality. By and large, high review scores 
are exceptionally troublesome in the trial of the wide topic, as the 
framework is required to see ever-bigger arrangements of words 
and dialect. 
 

F- Measure: Precision and recall can be together to procedure a 
single metric are known as F- measure, which is the weighted har-
monic mean of precision and recall. 
 

Table 2: Confusion matrix report. 

Algorithm Precision Recall F-Measure 

Naïve Bayes 1.0 1.0 1.0 

Support Vector Machine 1.0 0.7 0.8 

Multinomial Logistic Re-

gression 
0.90 0.86 0.19 

 
From above results, we can conclude that Naïve Bayes algorithm 
performs better for text analysis when compared to Support Vec-
tor Machine (SVM) and Multinomial Logistic Regression. 

7. Conclusion 

Sentiment Analysis is just a part of social media monitoring plat-
form which will be beneficial for a business to improve the produc-
tivity. It shows the ones feeling or opinion over an object. We con-
clude by that Multinomial Naïve Bayes with Machine Learning al-
gorithm that produces an improvised result when compared to the 
other classifier algorithms for language processing like Multino-
mial Logistic Regression and Support Vector Machine (SVM). 
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