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Abstract 
 

Breast cancer is one of the leading cancer that affects woman all around the world. Nowadays ultra sound imaging technique is used 

to diagnose various cancer because of its non-ionizing, on-invasive, and cheap cost. Breast lesion region in ultrasound images are 

classified depending upon the contour, shape, size and textural features of the segmented region. Seed point is the initial step in seg-

mentation of lesion regions and if that point is located outside the lesion region, it leads to wrong segmentation which results in mis-

classification of the lesion regions. To avoid this, most of the time the seed point is located manually. In order to avoid this manual 

intervention, we are proposing a novel method in locating the seed point and also segmenting the breast lesion region automatically. 

In this method, the image is processed with tan function for effective distinguishing of breast lesion and normal region. Then using the 

trained neural network, the seed point is automatically located inside the lesion region and from the seed point the region of the lesion 

is grown and segmented automatically. Most of the past works on automatic segmentation of lesion had concentrated only in single 

lesion region, but using this proposed method, we were able to automatically segment multiple lesion regions in the image. Outcome 

of the proposed method is to detect automatically and dynamically separate the lesion region in the range between 90% to 97.5% of 

images. 
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1. Introduction 

Ultrasound imaging is based on the transmission and receiving of 

sound waves above upper range of human hearing, now a days this 

technique is used to detect the various cancer because of it non iro-

nizing, non-invasive and cheap cost when compare to other imaging 

like CT scanners, but the major drawback is poor quality of the im-

age due to the present of speckle noise, due to this problem auto-

matic segmentation of lesion region is very difficult. Automatic 

segmentation is start form a seed points. A seed points is a points 

inside the lesion region from which the segmentation is done using 

region growing method. If this point is located in the normal region 

the entire segmentation will be wrong, so in order to avoid this most 

of the time the seed point is located manually. A new method has 

been proposed to avoid the manual intervention and automatically 

locate the seed the points and also automatically segment the mul-

tiple lesions in the ultrasound image using tan function, textural fea-

tures of the normal and lesion region and also by neural networks. 

2. Proposed methodology 

The US breast image is pre-processed using filter and tan function 

for effective distinguishes between normal and lesion regions. From 

the pre-processed image, the features are extracted from the normal 

and lesion regions and using these features the BPN network is 

trained. After training the network, the image is feed for the testing 

and automatically segmented. The block diagram for automatic seg-

mentation is shown in Figure. 1 

 

 
Fig. 1: Block diagram of automatic segmentation 
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2.1. Filtering the image 

US image is mostly degraded by the inherently existing speckle 

noise. Speckle noise is a multiplicative noise, which is directly pro-

portional to the pixel intensity value. The degraded image affected 

by the speckle noise can be expressed as     g(x,y)=I(x,y)*n(x,y), 

g(x,y) is the degraded image, f(x,y) is the uncorrupted image and 

n(x,y) is the noise multiplied with the image . 

2.1.1. Max filter 

 
Max filter is used for smoothing of the images by taking the max 

value in that particular masked region. Thereby, reducing the pixel 

intensity difference between the neighboring pixels. This filter is 

mainly used for pepper noise reduction and can be expressed as   

 

𝐼(𝑥, 𝑦) = ( 𝑚𝑎𝑥
𝑠,𝑡𝜀 𝑠𝑥 𝑦

) {𝑔(𝑠, 𝑡)}                                             (1) 

 
where Sxy is the set of co-ordinate in a rectangular sub image win-

dow of size (m*n) centered at (x,y). 

2.1.2 Min filter 

 

Min filter retains the darkest value by performing the min operation. 

This filter is mainly used for removing salt noise. The expression is 

given by 

 

𝐼(𝑥, 𝑦) = ( 𝑚𝑖𝑛
𝑠,𝑡𝜀 𝑠𝑥 𝑦

) {𝑔(𝑠, 𝑡)}                                        (2) 

 

2.1.3 Geometric mean filter 

 

The Geometric filter attenuates he noise by lowering the variance. 

The geometric mean is given by 

 

𝐼(𝑥, 𝑦) = (∑ 𝑔[𝑠, 𝑡]1/𝑚𝑛𝑠,𝑡
𝜀 𝑠𝑥 𝑦, )                                                    (3) 

 

2.1.4 Mean filter 

 

Mean filter replaces  I(x,y) value by  the mean in the given classical 

window Sxy. Mean filter removes both salt and pepper noise. The 

expression  is given by  

 

𝐼(𝑥, 𝑦) = ( 𝑚𝑒𝑎𝑛
𝑠,𝑡𝜀 𝑠𝑥 𝑦

) {𝑔(𝑠, 𝑡)}                                      (4) 

2.1.5 Median filter 

 

Median filter replaces I(x,y) value by taking the median in the given 

classical window Sxy . The median filter is given by  

 

 

𝐼(𝑥, 𝑦) = (𝑚𝑒𝑑𝑖𝑎𝑛
𝑠,𝑡𝜀 𝑠𝑥 𝑦

) {𝑔(𝑠, 𝑡)}                                                      (5) 

 

2.1.6 Wiener filter 

 

Wiener filter is mainly used for the removal of additive noise with 

the expression for the wiener filter is given by 

  

 
  

xy

wiener
f (x, y) g s, t

s, t S




                          (6) 

2.1.7 Log combined wiener filter 

 

Speckle noise is a multiplicative noise which varies accordingly to 

the intensity value of the pixel. In this filter, initially log of the im-

age is taken. Due to this, the multiplicative noise become additive 

and then wiener filter is applied to the log image so that the additive 

noise is removed. Then inverse log is obtained to reduce speckle 

noise and other noise in the image. 

 

f(x,y)=exp(wiener(log(g(s,t))))    (s,t)€Sxy                                                        (7) 

2.2 Contrast enhancement 

 
The filtered image is contrast enhanced using tan function. Here the 

region below half the maximum value is contrast enhanced and not 

the entire region. This is done because, most of the lesion lies below 

half of the maximum value of the image. The expression is given 

by  

 

c(x,y)=tan(f(x,y)*(pi/2))                                                                  (8) 

 

where c(x,y) is the contrast enhanced image. 

 
2.3. Feature Extraction 

 
The statistical features like mean, standard deviation (SD) and en-

tropy is found for both the normal and lesion regions. Since most of 

the lesion region have low mean when compared to normal region, 

so we are using mean as one of the features. Similarly, most of the 

breast lesion regions are more homogenous when compared to nor-

mal region, so we are extracting entropy and SD. In this project, we 

have extracted features from 5 images and then they are used for 

training the BPN network. 

 

2.4 Network Training 

 
Using the BPN network, the extracted features and the correspond-

ing output is trained. BPN network is the widely used feed forward 

network to obtain the correct output from the given input features. 

Schematic diagram of the 3 inputs, 5 hidden layer and one output 

BPN network is shown in the Figure 2. In this network, the error 

between the output and the target is back propagated so that the net-

work will be trained properly with less error. Here the input features 

are feed to the hidden layer after been multiplied with the weight 

associated with the hidden layer and input. The hidden layer func-

tion can be a log sigmoid function or any other transfer function. 

This output is feed as input to the output layer after been multiplied 

by the associated weight. The error between targeted value and the 

BPN network output is found. If it is less than the expected error, 

the error is back propagated. Depending upon the error, the associ-

ated weights are adjusted. The process is repeated until we get the 

expected minimum error. After reaching the desired error, the pro-

cess is stop. Atlas a new network (net) is obtained. In this project, 

after extracting the features, the BPN network is trained and a new 

network is obtained 

 

2.5 Determining the Seed Point 

 
In this step, features like mean, entropy and SD are obtained from 

the testing image with the dimension of 18*18 pixels. The obtained 

features are feed as input to the trained network. If the inputs are 

similar to lesion features, then a corresponding output of 1 is pro-

duced. Similarly, if it is similar to normal region, output of 0 is pro-

duced. Some of the boundary connected normal regions in US im-

ages have similar features compared to lesion region. These regions 

must be deleted. Careful observation was made on 40 tan processed 

images. In all these images, the lesion regions are surrounded by 

high pixel intensity when compared to the normal region. Depend-

ing upon this observation, the regions are evaluated. Then, the seed 

point is found within the lesion region. 
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2.6 Automatic Segmentation 

 
The region growing method is applied to automatically grow the 

lesion region surrounding the seed point. After the completion of 

the region growing process, the boundary of the lesion region is 

found using the edge detection method in the testing image. 

.   
 

Fig. 2: Schematic diagram of BPN network 

 

3. Results 

 
3.1 Evaluating the Filters 

 
To evaluate the filters, first a standard image is obtained and speckle 

noise is added with the image with mean of 0 and with different 

variance. Speckle noise is a multiplicative noise which is inherently 

present in the image. After adding the speckle noise, the image is 

filtered using the various filters as shown in Table 1. Finally, peak-

signal to noise ratio (PSNR) is calculated between the standard im-

age without noise and with various filtered image as shown in the 

Table 1. Depending upon the PSNR value, the best filter is found to 

be wiener filter and this filter is used in the program.  
 

Table 1: Filter results 

Filters 

Ultrasound breast im-

age with variance=0.04 

(PSNR) 

Ultrasound breast 

image with vari-

ance=0.02 (PSNR) 

Max 13.78 15.36 

Min 14.67 16.22 

Gem-Mean 23.24 24.10 

Mean 24.06 24.95 

Median 22.84 24.53 

Wiener 25.45 27.91 

Wiener with 

Log 

27.70 27.53 

 

3.2 Processing With Tan Function 

 
For effective distinguishing of the lesion region from the normal 

region, every pixel value of the input image is processed with tan 

function. The input image and its histogram are shown in the Figure 

3 and Figure 4. And, the tan processed image and its histogram is 

shown in the Figure 5 and Figure 6. 

 

 
Fig. 3: Input image 

 

  
Fig.4: Histogram of the input image 

 

   
Fig.5: Tan processed image 

 

 
Fig.6: Histogram of tan processed image 
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3.3 Extracting the Features 

 
The features like mean, SD and entropy for lesion region and nor-

mal region is extracted for 5 different images. In Table 2, the ex-

tracted features are shown for normal region and in Table 3 the ex-

tracted features are shown for lesion region for all the 5 images. 

 
Table 2: Normal region features 

Mean Entropy Standard Deviation 

0.7093 5.87 0.0320 

0.4182 4.16 0.00062 

0.1604 4.92 0.017 

0.5549 5.80 0.0504 

0.3559 4.92 0.0086 

 

 
Table 3: Breast lesion features 

Mean Entropy Standard Deviation 

0.0364 4.33 0.0039 

0.1126 4.83 0.0097 

0.3104 4.06 0.0050 

0.1397 4.83 0.0133 

0.3197 4.92 0.0070 

 

3.4 Training Phase 

 
The extracted features from the training images are feed as input to 

the BPN network with the associated output. The transfer function 

used here is logsigmoid function. Here the maximum no of epoch 

is set to 10000 with goal of .0001 mean square error between the 

obtained output and the targeted output. The algorithm used is le-

venberg-Marquardt algorithm. The training process of the neural 

network is shown the Figure 7. The input and the output of the 

trained network are shown in the Figure 8. 

 

3.5 Testing Phase  

 
From every 18*18 pixel of the testing image, the features are found 

and fed as the input to the newly trained BPN network. From the 

BPN outputs, the seed points are found inside the lesion regions. 

Using the region growing method, the lesion regions are automati-

cally segmented from the seed points. Figure (9,13) shows the input 

image and Figure (10,14) tan processed image. In tan processing, 

every pixel of the input image is tan processed for effective distin-

guishing of the lesion region from the normal region. Figure (11,15) 

shows the automatically located seed point inside the lesion region 

and finally the lesion region is automatically segmented using the 

region growing method as shown in the Figure (12,16).  

 

 
 

Fig.7: Neural network training process 

 
 

Fig.8: Input and output of the trained neural network 
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Fig.9: Input image 

 
 

Fig.10: Tan processed image 

 
 

Fig.11: Automatic seed pointed image 

 

 
Fig.12: Automatic segmented image 

 
 

 
 

Fig.13: Input image 

 
 

Fig.14: Tan processed image 
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Fig.15: Automatic seed pointed image 

 

 
 

Fig.16: Automatic segmented image 

 
Table 4: Quantitative analysis 

 

Specifications No of Images Percentage 

True Positive 39 
97.5% 

 

False Positive 1 2.5% 

 

The quantitative result is shown in the Table 4.  If the seed point is 

located inside the lesion region, it is considered as true positive 

(TP), else it is considered as false positive (FP). Out of 40 images, 

the proposed method as able to automatically segment lesion in US 

image for 39 images. The TP rate for the database is 97.5% and the 

FP rate is 2.5%. 

 

4. Conclusion  
 

The aim of this method is to find seed points and also segment mul-

tiple-lesion regions automatically without the manual intervention 

which is a difficult task. The proposed method is able to find the 

seed point automatically within multiple-lesion regions without the 

intervention of the sonographer with the TP rate of 97.5% for our 

database. The proposed method is robust and consumes very less 

time when compared to manual intervention. For efficient output of 

the BPN network, the network must be trained with different train-

ing images. 

In this method, BPN has been used. In future, the algorithm could 

be trained with different neural network. Depending upon the per-

formance of various neural networks, efficient neural network 

could be applied for effective outcome of the project. 
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