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Abstract 
 

Recently, machine learning techniques have become popular and widely accepted for medical disease detection and classification on high 

dimensional datasets. Classification models is one of the essential model in machine learning models for medical disease prediction due 

to its fast processing speed, high efficiency and noisy datasets. Traditional machine learning models are failed to estimate the disease 

patterns with high true positive rate due to large number of features and data size. In this paper, a novel particle swarm optimization 

based hybrid classifier was implemented for medical disease prediction with high dimensions. The main objective of the feature selection 

based hybrid classifier is to classify the high dimensional data for large medical feature set. Proposed filtered based hybrid classifier is 

usually designed and implemented to improve the medical prediction rate on high dimensional data. In this work, we have used different 

ensemble learning models such ACO+NN, PSO+ELM, PSO+WELM to analyze the performance of proposed model(IPSO+WELM). 

Experimental results are evaluated on different types of medical datasets including lung cancer, diabetes, ovarian, and DLBCL-Stanford. 

Performance results show that proposed IPSO+WELM with ensemble model has high computational efficiency in terms of true positive 

rate, error rate and accuracy. 
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1. Introduction 

Classification can be defined as a special kind of learning model 

which is responsible for categorization of different gene-disease 

datasets. These datasets are classified into set of finite or infinite 

classes.  Apart from supervised and unsupervised machine learn-

ing approaches, there are two other machine learning techniques 

generally used for classification are:- regression and clustering. A 

learning function generally maps original data into their real-value 

variable in the process of regression. This technique can estimate 

the predictive variable for every individual sample. Clustering is 

categorized under the category of unsupervised learning and here 

groups are formed according to the similarity of data items. The 

groups which are built in the process of clustering are known as 

clusters. Data items having high similarity are included in the 

same cluster, whereas data items having no similarity or least 

similarity are included in different clusters.  

The classification scheme Bagging is categorized under a special 

kind of Bootstrap aggregation. Furthermore, the process of bag-

ging also supports all characteristics of machine learning and me-

ta-algorithm. Meta-algorithm can be defined as a specific algo-

rithm which is developed for improvement of stabilization factor. 

Bagging has wide range of applications in the fields of statistical 

classification and regression. The process of bagging not only 

reduces variance, but also limits over fitting. Besides these, there 

exists another application of bagging classification i.e., decision 

trees. Some common factors are generally responsible for errors of 

machine learning algorithms, those are:- noise, bias and variance. 

Noise is generally defined as an error occurs by the target func-

tion. Biases are the targets which are not qualified to be learnt by 

the classification algorithms. Variance is the outcome of sampling 

process. The above mentioned classification approach reduces 

overall errors.  

Boosting can be defined as a special kind of machine learning 

meta-algorithm. This algorithm has the prime objective of reduc-

ing bias significantly. Additionally, it is also responsible for de-

creasing variance. In other words, boosting is the process of trans-

forming weak learners to strong learners. Weak learners are the 

learners which are very poorly correlated along with true classifi-

cation. But, strong learners are strongly correlated with true classi-

fication.  

Extreme Learning Machine can be defined as a single-hidden 

layer feed-forward neural network (SLFN) with learning model 

[4]. The traditional optimization approaches like gradient descent 

based back-propagation [5] evaluate weights and biases. The pro-

posed technique is responsible for decreasing the training time 

effectively through random assignment of weights and biases. The 

above extended EL method results better efficiency and perfor-

mance as compared to all traditional approaches. EL has wide 

range of applications in different domains like face recognition, 

human action recognition, landmark recognition and protein se-

quence classification, medical disease prediction [1, 3,4]. But, EL 

has two major issues, those are:- 1) This model has over fit-

ting problem and the performance can’t be predicted for unknown 

datasets. 2) This model is not applicable to binary classification 

and uncertain datasets.  

 

Feature extraction based ELM: 

The process of feature extraction has high significance in the field 

of classification. All features are divided into two groups, those 

are:-  
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1) According to the first group, features extraction using noisy 

attributes and contextual information.  

2) The second group contains correlated features.  

Traditional feature extraction models discard noisy features in 

order to decrease the high dimensional features to a lower dimen-

sional feature. Let us assume Nmin and Nmax are minimum and 

maximum numbers of hidden neurons respectively, where N de-

notes the present value of hidden neurons. For each and every N, 

the average accuracy rate of ELM through 10-fold cross-validation 

scheme is evaluated. At last, hidden neurons having maximum 

average accuracy is chosen as optimal. After selecting the optimal 

numbers of hidden neurons, the ELM classifier is implemented in 

order to evaluate the classification accuracy by considering the 

outcomes of PCA and the outcomes are averaged later.  

Medical data prediction is the most important and complicated 

requirement in recent era. Many approaches are developed in the 

field of medical disease prediction such as cancer prediction. In 

[9], association rule mining approach is integrated with MLP and 

back propagation approaches in order to predict and detect the 

chances of breast cancer. Modular neural network is basically 

implemented to recognise and analyse cardiac diseases using 

Gravitational Search Algorithm (GSA) and fuzzy logic embedded 

algorithm for better performance [3]. With the exponential growth 

of information technologies, data mining approaches are imple-

mented in various domains such as biomedical applications and 

disease prediction. Special emphasis can be given in not only de-

tecting cancer, but also predicting the disease in an early stage [6].   

A gene selection technique is generally applied to the pre-existing 

approaches for pattern classification. It not only decreases the 

influence of noise, but also reduces the error rate in medical da-

tasets [4-6]. According to [1], gene selection technique is used to 

enhance the performance of the classifier through the detection of 

gene expression subsets. Among most widely implemented gene 

selection approaches, some are given below:- principal component 

analysis [4], singular value decomposition [5], independent com-

ponent analysis [6], genetic algorithm (GA) [7], and recursive 

feature elimination method [8, 9]. 

Deep learning is a special type of back propagation scheme for 

multi-layer networks. It supports unsupervised initialization, rather 

than classical random initialization. On the other hand, this meth-

od supports multilayer based unsupervised initialization. After 

successful initialization, the whole network is trained through 

back propagation based neural networks technique.  The major 

issue in this model is the hidden parameters of deep learning 

framework are fine-tuned many times. It makes the overall train-

ing phase lengthier and time consuming.  

These approaches are very slow because of improper learning 

phases or coverage of local minimum. Additionally, a lot of itera-

tive learning schemes are developed in order to achieve better 

learning efficiency and performance. This approach includes neu-

rons in an increasing order and completely depends upon kernel 

based approaches.  In case of Bayesian ELM, the hidden layer is 

not tuned unlike training of conventional feed-forward network. 

All the parameters of hidden layers are selected randomly. The 

input weights, output weights and biases are selected randomly in 

order to minimize the training error.  The major disadvantages of 

the above schemes are:- slower learning rate of networks and re-

duced capability to manage complexities. The complexity issue of 

traditional neural networks are overcome by Modular Neural Net-

work (MNN) .Modular Neural Network can be defined as a neural 

network where all modules are assigned with separate tasks. The 

outcomes of all modules are combined together in order to form 

the final outcome.  

In the past, machine learning models used a single classification 

model to predict the test data using the training samples. However, 

multiple classifiers can be used to predict the same test data using 

the training samples. This process is known as ensemble learning. 

Ensemble classification has been successfully applied to different 

classification problems to improve the classification accuracy 

using the optimal feature selection measures. 

Particle swarm optimization (PSO) is very popular optimization 

techniques in machine learning models. PSO is generally applied 

in the literature to adjust the initialization parameters of base clas-

sifiers in the ensemble learning models. The main objective of this 

paper is to optimize the traditional PSO parameters in the ensem-

ble classification model in order to improve the accuracy and error 

rate. In the ensemble model, neural network is used as one of the 

base classifier and weights are initialized using the proposed PSO 

technique. 

In the past, machine learning models used a single classification 

model to predict the test data using the training samples. However, 

multiple classifiers can be used to predict the same test data using 

the training samples. This process is known as ensemble learning. 

Ensemble classification has been successfully applied to different 

classification problems to improve the classification accuracy 

using the optimal feature selection measures. 

During the last two decades, different feature selection methods 

and classification models have been used for prediction and diag-

nosis of different cancer diseases. Today, with the exponential 

growth of technology, it is merely impossible to use these conven-

tional methods for cancer prediction due to the high dimensional 

features and imbalance properties. Machine learning models are 

used to classify different medical datasets such as microarray data, 

clinical data, and proteomic data as input. Most of the traditional 

approaches consider the features as independent and linear. Most 

of the biological systems are non-linear and its parameters are 

interdependent, thus machine learning has become better choice. 

Curse of dimensionality is another problem, where there exist 

more variables and fewer examples. Both machine learning and 

conventional methods suffer from this problem. This problem can 

be resolved by either decreasing the number of variables or in-

creasing the number of training datasets. Sample-feature ratio 

must be more than 5:1 every time. Machine learning algorithms 

can be categorized into three broad types, they are:- Supervised 

machine learning, Unsupervised machine learning and Reinforce-

ment machine learning. Supervised learning consists of a prescient 

provider which provides the labelled training dataset as input to 

the algorithm and produces output after mapping. But on the con-

trary, for unsupervised machine learning only training datasets are 

given as input without labels. Some of the examples of unsuper-

vised learning are:- Self Organizing feature Maps, hierarchical 

clustering, k-means clustering, and so on. All machine learning 

algorithms used for cancer prediction come under supervised 

learning. Most widely applicable algorithms are:- Artificial Neural 

Networks, Decision Trees, Genetic algorithms, Linear Discrimi-

nant Analysis, k-Nearest Neighbour etc.  

The problem of gene extraction or selection has become a main 

challenging factor in the field of microarray disease datasets. 

There are two types of feature selection models, the filter based 

feature selection and wrapper based feature selection. Filter based 

feature selection rank features according to certain statistical 

measure such as the information gain; gain ratio, t-statistic etc. 

The wrapper based feature selection models are more complex 

than filter based feature selection, because they require a training 

dataset to select subset of features. Wrapper based methods finds a 

subset of features and predicts its relevance using a machine learn-

ing classifier. 

 

2. Related Work 
 

Sarkar, et.al, developed an advanced classifier ensemble frame-

work in order to classify huge amount of multimedia big data [1]. 

There exist a numbers of different classification approaches for 

different data types. A single classifier can’t give optimized results 

in all types of datasets. Hence, an ensemble learning approaches 

have become very much popular. Generally accuracy of the en-

semble learning approaches depend on base classifiers and data 

dimensionality. In this work, an advanced classifier ensemble 

framework is developed along with a group of predefined base 

classifiers. The main objective of this approach is to classify the 
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test instances based on the majority voting of  multiple base classi-

fiers. This ensemble system was executed on Spark environment 

in order to process large quantity of big data. Series of experi-

ments are performed on multimedia big data and showed that this 

framework performs better than that of other traditional classifica-

tion algorithms. Further future works can be carried out in order to 

modify and enhance the ensemble model with high dimensionality. 

Advanced techniques can be developed to resolve multi-class 

classification issues with big datasets.  

Myoung, et.al,  proposed a mobel to resolve the issues of 

evolutionary unsampling for imbalanced big data classification [2]. 

Most of the applications require appropriate classification 

approaches in order to classify big data. The dimensionality issue 

of microarray data has become more complex in case of 

imbalanced big data classification process. A proper solution for 

imbalanced classification is evolutionary ensemble approaches. In 

this paper, an optimized MapReduce approach is implemented to 

classify imbalanced data. The whole process can be broadly 

divided into two phase MapReduce. In the initial phase, a decision 

tree is learnt on every individual map after successful completion 

of pre-processing and prediction of test samples using trained 

dataset. A windowing approach is applied in order to enhance the 

EUS process. EUS is implemented on arbitary sized datasets in 

order to achieve parallelization. In future, this model will be 

extended to implement hybrid oversampling or undersampling 

techniques instead of EUS in order to enhance the system’s 

performance.  

I. Triguero, et.al, introduced a new approach for evolutionary 

under-sampling for extremely imbalanced big data classification 

[3]. Ensemble under-sampling technique is considered as a perfect 

solution for this skewed class distribution. Due to memory and 

time limitations, an evolutionary approach can’t be implemented 

in high dimensional applications. In order to resolve such types of 

problems, divide-and-conquer techniques are implemented using 

MapReduce scheme. According to this technique, the whole da-

taset is divided into numbers of subsets of data. In the high dimen-

sional data, divide-and-conquer methods are failed to find the 

majority and minority problems. [3]  proposed a novel technique 

using the Apache Spark. The main objective of this model is to 

solve the problem of  extremely imbalanced datasets. In the pro-

posed technique, majority and minority class instances are handled 

independently in order to decrease the influence of small sample 

size. The process of evaluation is carried out along with different 

datasets up to one million instances. In future, several pre-

processing schemes like hybrid oversampling or under-sampling 

techniques can be implemented to improve the performance of the 

true positive rate and accuracy.  

B Sudha et.al, developed a new approach for efficient big data 

classification [4]. They implemented a novel model  know as  

Random projections fuzzy k-nearest neighbor (RPFKNN). As the 

size of the data features increases, there is need to minimize the 

dimensionality of feature space for classification models. Let us 

consider an example of activity recognition process. Here, a large 

amount of high dimensionality data are required to process real 

time classification applications such as medical disease prediction 

and sensor applications. Some traditional dimension reduction 

techniques like PCA and feature selection models are appropriate 

for datasets of limited size and high dimensionality. In this paper, 

they integrated traditional classifier with fuzzy k-nearest neighbor 

and feature selection through random projection technique in order 

to carry out classification of big datasets. In PCA approach, the 

projection matrix is evaluated only once through a least square 

optimality. But in random projections, the projection matrix is 

evaluated more than once. A fusion scheme is required to combine 

these outcomes of random projection technique and it is named as 

RPFKNN. This technique usually depends upon class membership 

values generated by FKNN and classification accuracy.  

Zhao et.al, developed a cloud-based framework for  big data ap-

plications[5]. Classical classification models and feature reduction 

methods are incapable of processing these big data efficiently. The 

framework involves two phases i.e., feature extraction and ma-

chine learning phases evaluated in both training mode as well as 

testing mode. Proposed technique gives a better solution for big 

data classification with limited feature components. The automatic 

adjustment of classification makes this approach very much effi-

cient as compared to other traditional classification approaches.  

Lan, et.al, designed and developed a solution to  imbalanced 

classification on small datasets with limited feature space[6]. The 

main problems of the traditional classification models are:- 

imbalanced data , high dimensionality and error cost estimation. 

Here, a new distributed evolutionary cost sensitive balancing 

approach is proposed in order to handle imbalanced data as well as 

error cost estimation. At first, a genetic algorithm is applied to 

obtain an optimal cost matrix along with the base classifier. In this 

paper, two distinguished alternatives are proposed which are given 

below:- : a computation-oriented technique and a data-oriented 

technique. These two techniques are implemented using the 

Apache Watchmaker framework. Apart from this, both the 

techniques are deployed in Hadoop-based environment. Series of 

experiments are carried out in order to evaluate both the 

approaches and demonstrated that, the computation-oriented 

technique results better performance than that of the other one.  

Besides, it is incapable of decreasing the overall execution time. In 

case of data-oriented techniques, they can easily decrease the 

overall execution time significantly compared to traditional SVM 

and kNN. The main limitations of these models are high runtime, 

high error rate . In future, this work can be extended to implement 

faster algorithms like ensemble decision trees.  

Begum, et.al, introduced an adaptive classification scheme for 

microarray analysis using big data [7]. Microarray technology is 

used for study of biological operations within cells. Each and eve-

ry cell contains some gene expression data those are represented 

by microarray. Microarray data is responsible for detecting re-

quired information out of numerous genes within a common cell at 

the same time. By studying these gene expressions thoroughly, 

detection of several diseases like viral infection and cancer can be 

identified at a very early stage of diagnosis. Let us consider a 

sample tissue where numbers of different genes are expressed. 

Among the total numbers of genes in a sample tissue, many are 

not related to medical diagnosis. Diseases can be properly classi-

fied when among vast numbers of genes a small portion of genes 

are chosen. [7] model emphasizes on some commonly implement-

ed gene expression classification schemes based on MapReduce 

framework. They also worked for detecting differentially ex-

pressed genes and choose relevant genes out of gene expression.  

They cross validated their theory and performed evaluation pro-

cess. The outcomes of evaluation process show better performance 

as compared to other conventional classification techniques.  

Huang,et.al, proposed an advanced hybrid classification approach 

for microarray datasets [8]. In this research work, they developed 

a new hybrid technique in order to improvise the traditional mi-

croarray data classification approaches. Their proposed technique 

basically depends upon the base classifiers such as nearest neigh-

bour, Naïve Bayes and SVM. Later the performance of given ap-

proach is compared with classical classification techniques (such 

as SVM, Naïve Bayes, and so on). The process of feature selection 

is successfully executed with the help of discrete wavelet trans-

form and moving window approach. The hybrid classifier is de-

veloped by merging the features of NN, NB and SVM. During the 

classification phase, similar feature are retrieved and compared 

with the references generated in training phase. A three-fold cross 

validation process is carried out to measure the robustness of the 

system. Each and every fold is associated with a single classifier 

to test the system’s accuracy. All generated classification accura-

cies from classifiers are assumed to have same weight in case of 

hybrid classifiers. This technique is evaluated over five gene ex-

pression datasets. Numbers of experiments are performed on both 

real as well as benchmark datasets. The main limitations of this 

model are feature space and feature subset selection. 

Zong, et.al, proposed a new approach for big data classification by 

using RIPPER [9]. They termed their approach as distributed mul-

ticlass rule based classification scheme. There is necessity of more 
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computational resources with respect to space and time in order to 

retrieve the hidden patterns. Hence, distributed computing has 

gain popularity in the data mining process.  The limitation of 

space and time can be overcome by presenting such data mining 

approach which will be capable of mining in a non-centralized 

manner. Here, they have implemented a new algorithm for distrib-

uted multiclass rule based classification (DiRUC). DiRUC is re-

sponsible for applying repeated evolutionary pruning strategy to 

generate error reduction at local level. These error reduction 

schemes are combined together at global level in a distributed 

manner by integrating all the local models, the global model is 

built and placed at all sites for next class label prediction. The 

outcomes of evaluation phase show better performance as com-

pared to conventional RIPPER approach. The main limitation of 

the model is to high error rate and false positive rate as the number 

of dimensions is increasing. 

Huang   et.al, presented a new technique for gene selection and 

decision tree based classification [10]. The main objective of this 

paper is to predict cancerous severity class labels. Due to the high-

dimensionality of microarray gene dataset and gene expression 

sequences, the process of data classification is getting more com-

plicated in the traditional models. High dimensional problems 

such as gene selection and classifier construction can be mini-

mized by advanced rule based classification techniques [12-16]. 

Rough set theory and decision tree approaches are integrated with 

the mathematical and statistical techniques to resolve these issues. 

In the process of evaluation, the overall accuracy of rule-based 

classifier J48 is computed for each and every dataset. In the classi-

fication model, the ranking of genes are computed by correlation 

and Jaccard coefficient to predict the cancer label. 

 

3. Proposed Methodology 
 

Proposed PSO based ensemble classifier is a multi-objective tech-

nique which finds the local and global optimum solutions by itera-

tively searching in a high dimensional space. If the attribute is 

numerical and the value is null then it is replaced with computed 

value of equation (1). Also, if the attribute is nominal and has 

missing values then it is replaced with computed value of equation 

(2). Finally, if the class is numeric then it is converted to nominal. 

Proposed PSO  based ensemble model is usually designed and 

implemented to improve the overall classification true positive 

rate on high dimensional feature selection. Generally, ensemble 

learning model is constructed from a group of base classifiers to 

predict the high dimensional class labels. Here, search space of the 

traditional PSO  model is optimized using the proposed measures 

such as optimized fitness measure, candidate solutions, fitness 

measure  and chaos gauss based randomization measure. In our 

model, different base classifiers such as 

ACO+NN,PSO+ELM,PSO+WELM, IPSO+WELM are used to 

test the performance of proposed model to the traditional models.  

 

Proposed Improved PSO based Ensemble Classification Algo-

rithm: 

 

Step 1: Data pre-processing on Training high dimensional 

data. 

Input : Input Data Tr. 

Output: Preprocessed Data. 

Procedure: 

Initialize training dataset Tr.  

For each attribute A(i=1,,n) in Tr  
Do  

If(A[i] is numeric) 

Then  

For each attribute value in A[i] 

do 

If(A[j]!=null) 

 ( )        A j A j ,S[m] A j ,S[m]
A j | A j | /(Max{ } MinSNor {m ze })ali = −  − 

 

Else 

 ( )        A k A k ,S[m] A k ,S[m]
A j | A k SD | /(Max{ }SNormali Min{ });  wheree  kz j= −  −  

End if 

If(A[j] is nominal) 

Then 

 ( )A j max{Pr ob(A[iSNorm ] / A)}a ;li jze i!= =  

Where 
mS  represents the m –classes 

 A j ,S[m]
  Represents the mean of the each mth class. 

End if 

Done 

Step 2: Proposed PSO algorithm 

Step 2: //Optimal feature selection for feed-forward neural net-

work and Decision tree techniques 

Initializing particles with feature space, number of iterations, ve-

locity, number of particles etc. 

Compute hybrid velocity and position for each particle  in ‘d’ 

dimensions using the following equations 

           

p p p p m1 i p

m2 i p

p p p

p

p

V (d(i 1), i) .[ (d(i), i).V (d(i), i). (pPBst X (d(i), i))

                      (gPBst X (d(i), i))]

X (d 1,i) X (d(i 1), i) V (d(i 1), i)

 is the particle convergence parameter formulated as

1

+ =    −

+  −

+ = + + +



 =
2

m1 m2 m1 m2 m1 m2

m1 m2

| 2 ( ) ( ) 4( ) |

where , Orthogonal gaussian functions

−  +  −  +  −  + 

  

In this optimized model, particle inertia weights are calculated 

using the following equation as

 

p p_max current max p_ max p_ min

p_ max

p_ min

max

current

(d(i 1),i) (Iter / Iter ).( )

: maximuminertia

: minimum  inertia

Iter : maximum  iteration

Iter : current iteration

 + =  −  −





Step 3: Computation of probabilistic correlated fitness value for 

orthogonal Gaussian function. 

In the hybrid particle swarm optimization model, fitness value and 

initial logistic chaotic parameters are computed using the follow-

ing equation as 

X

X

(X )

r r
i j j

X

k
j

1
Rand max{ (1 ), e }

2

r 1,2...n

log isticchaostic(0,1)

−
−


=  −

 

=

 

 

Proposed fitness method is given as 
|F|

i

i 1
i 1 i 2

A

1 2 i

i

A

fs

Fit k .TP k .(1 )
N

where k , k R

fs  is the feature selected labels  1 or 0 . 

'1' indicates selected attribute ,

 '0' indicates non-selected attribute. 

| N | indicates total attributes size

== + −





i

.

TP : Truepositive  rate of the selected attributes 

in the current iteration.

 

Step 4: Apply KNN classification model with highest true posi-

tive rate acci on the selected features in the ith iteration.   
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Step 5: To each particle compute fitness value and true positive 

rate of the attribute in the previous step. 

Step 6: Update the particle position, velocity, local best, global 

best, fitness and logistic chaos randomization functions. 

Step 7: This procedure is repeated until minimum error rate or 

high true positive rate. 

 

Algorithm2: Proposed Weighted PSO- ELM algorithm based 

Hybrid Classifier 

Basically, extreme learning machine is a single hidden layer feed 

forward network, where the instance weights are initialized on the 

normalized data. After weight initialization, instance biases are 

computed on the correlated objects. Finally, weights and biases 

are updates based on the error rate. For extreme learning machine, 

the number of neurons, error rate has a great influence on the 

evaluation of the model. If the number of neurons and error rate 

are high, then the proposed model will minimizes the error rate on 

the training dataset.  

Input:  

Normalized data ND, Max iterations Max, 

bias ,Weighted vector W, c is class label ,I is instance , 

I[c] is instance class, I[t]: t Attribute instance value.


 

Output : class label prediction. 

Procedure: 

Initialize weights to all instances. 

             For each instance in ND 

             Do 

dW 0  

 Done 

 Initialize bias to 0. 

0   

 For each iteration i=1,2,…Max  

do 

 For each instance I in D do 
#Attributes

d t

d 1

R log(W ).I
=

 +  

 Done 

           Done 

  if  R(log(W)I+bias)<0 

 Then 

  For each attribute t do 

d d c tW log(W ) I .I

R

 +

 =  +
 

  Done 

p,t p,t t t

p p t

// update previous cached weights

W | log(W ) | R.C .I   

// update cached bias values

I[c].C  

 +

 =  +

 

 End if 

           t tC C 1= +  

For each object Oi in ND[] 

  Do 

  For each object Oj  in ND[] // where i!=j 

  Compute distance Dist=Correlation(Oi, Oj). 

  Done 

k
mN []=Find Top K- nearest objects from 

Sorted list of Dist; 

Assign a class to p′ based on majority 

vote: c′=argmaxy∑(xi,ci) belonging to 

S, I(y=ci) 

       Done 

                 p,t p

t t

W
return (W- , )

C C


 −  

Where, 
'R always greater than 1. 

Algorithm 3: Hybrid classifier Steps 

0 1 2 3 N

1

2

3

4

D 1/ D ,1 / D ,1 / D ,....1 / D  N uniform data partitions 

C PSO ELM

C IPSO WELM

C ACO NN

C Neura ln etwork

 

 −

 −

 −



 

i

i k 1

^

n i n

^ ^

k k 1 n n

n

^

k
k ^

k

^

k

for each classifier k in C  do

    C classifier(D,D ) // Training phase

P C (x ) , n prediction on training instances

    

E D [n]  / P P

1 E
     log( )

E

end for

return f(m) sgn[   .  C

−

−

=

 

 

−
 =

= 



^

k

k

(m)]

 

 

4.Experimental Results 
 

In this section, experimental results are performed on cancer med-

ical datasets using proposed feature selection based classification 

model. Different datasets [11] used for experimental evaluation 

are summarized in Table 1. In the experimental results, 10% of the 

training data are used as testing data for cross-fold validation. In 

order to fully validate the analysis of the proposed model, differ-

ent types of datasets are used in the experimental study, including 

continuous, nominal and mixed. 

True negative measure evaluates the ratio of number of instances 

that are not affected with  the  cancer disease, which are identified 

correctly.  

True positive measure defines the ratio of number of cancer dis-

ease instances that have been predicted as positive rate. 

Mean Absolute error Error: Average misclassification rate of 

each test data in the cross validation. 

Precision measure computes the ratio of correctly predicted cancer 

instances among the entire disease affected instances. 

 
Table 1: Datasets and its properties 

Dataset Name Features Type 

lungCancer 12533 Continuous 

DLBCL-ovarian 4219 Continuous 

lung-Michigan 7230 Continuous 
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Figure 1: Input dataset 

 

 
Figure 2: Statistical analysis of the input dataset. 

 
Table 2: Performance analysis of classification accuracy on high dimen-
sional medical datasets. 

Algorithm DLBCL lungcancer lung-Michigan 

ACO+NN 87.43 90.65 85.97 

PSO+NN 89.86 86.93 88.46 

PSO+ELM 91.34 93.13 91.29 

ACO+ELM 92.65 94.24 94.15 

ACO+WELM 96.97 97.26 96.91 

IPSO+WELM 98.42 97.98 97.81 

Table 2, describes the performance analysis of proposed model to 

the existing models in terms of classification accuracy. Here the 

accuracy is computed in terms of true positive rate and true nega-

tive rate on medical dataset. From the table, it is clearly observed 

that the classification rate was optimized on medical dataset using 

our proposed feature selection based weighted ELM in ensemble 

classifier. 

 

 
Figure 3: Performance analysis of proposed model to the existing 

models 

 

Figure 3, describes the performance analysis of proposed model to 

the existing models in terms of classification accuracy. Here the 

accuracy is computed in terms of true positive rate and true nega-

tive rate on medical dataset. From the table, it is clearly observed 

that the classification rate was optimized on medical dataset using 

our proposed feature selection based weighted ELM in ensemble 

classifier. 

  

5. Conclusion 
 

In this paper, an optimized PSO feature selection method is inte-

grated with the weighted ELM model for ensemble learning on 

microarray datasets. Most of the traditional feature selection based 

classification algorithms have computational issues such as di-

mension reduction, uncertainty and class imbalance on microarray 

datasets. Feature selection based ensemble classifier is one of the 

scalable models for extreme learning machine due to its high effi-

ciency, the fast processing speed for real-time applications. Pro-

posed filtered based hybrid classifier is usually designed and im-

plemented to improve the medical prediction rate on high dimen-
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sional data. In this work, we have used different ensemble learning 

models such ACO+NN, PSO+ELM, PSO+WELM to analyze the 

performance of proposed model(IPSO+WELM). Experimental 

results are evaluated on different types of medical datasets includ-

ing lung cancer, diabetes, ovarian, and DLBCL-Stanford. Perfor-

mance results show that proposed IPSO+WELM with ensemble 

model has high computational efficiency in terms of true positive 

rate, error rate and accuracy. 
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