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Abstract 
 

An approach for crime detection in India using Data mining techniques is proposed in this paper. The approach consists of the following 

steps - Data pre-processing, clustering, classification and visualization. Data mining techniques are often applied to Criminology as it 

provides good results. Criminology is a field which studies about various crime characteristics. Analyzing crime data means exploring 

crime data. Crime is identified using k-means clustering and the clusters are formed based on the similarity of the crime attributes. The 

Random Forest algorithm and Neural networks are applied on the data for classification. Visualization is achieved using the Google 

marker clustering and the crime spots are marked on the India map. The accuracy is verified using WEKA tool. This approach will bene-

fit the Crime department of India in analyzing crime with better prediction. The paper focuses on the crime analysis of various Indian 

states and union territories during 2001 to 2012. 

 
Keywords: Clustering, Classification, Visualization, K-means, Random Forest, Neural Networks 

 

1. Introduction 

As we all know crime is an offense that is prohibited by law. 

Crimes can be categorised into various types based on the type of 

crime.  Crimes are classified into (1) Property crime – it includes 

burglary, theft of vehicles and other types of theft, (2) Organised 

crime - includes drug trafficking, money laundering, murder, 

fraud, human trafficking and poaching, and (3) Corruption. Na-

tional Crime Records Bureau (NCRB) published a report about 

crime rates during 1953 to 2006. According to the report burglary 

and robbery has reduced over a period of 53 years by 79.84% and 

28.85% respectively.  Crimes like murder and kidnapping has 

hiked by 7.39% and 47.80% respectively. Crime analysis which is 

a part of Criminology plays a very important role in crime detec-

tion. Crime analysis can be defined as a task which includes ex-

ploration and identification of crimes and their relationships with 

criminals [1]. Some of the popular crimes in India are – (1) Nithari 

serial murders during the year 2005-2006 in Uttar Pradesh, where 

several dead bodies of children were found in the sewer, (2) Ter-

rorist attacks in Mumbai city in the year 2008 (November 2008) 

killed around 166 people and injured about 308, (3) Rape case 

(Nirbhaya) in the year 2012 in which a paramedical student was 

brutally raped and she died due to the severe injuries while under-

going treatment [2]. All these crimes have played with the emo-

tions of many people and has stayed in the news headlines for 

several days. Some of the cases are not yet solved thus resulting in 

injustice to the victim and victim’s family. Data mining helps in 

solving the crimes faster and this technique gives good results 

when applied on crime dataset, the information obtained from the 

data mining techniques can help the police department.  

Crime is committed by people of all age groups. Earlier only 

males were reported committing crimes whereas now reports 

prove that both men and women commit crimes. There is a change 

in the trends of crimes and it is very challenging to find the new 

trends and patterns in crime [3]. The knowledge which is acquired 

form the data mining techniques will help in reducing crimes as it 

helps in finding the culprits faster and also the areas that are most 

affected by crime. 

2. Background and Related work 

Since crime is a growing concern in every part of the world it is 

very essential to find techniques to reduce it and also enable the 

police officials to easily catch the culprits. There are many ap-

proaches in solving crimes faster and a lot of researches are going 

on to find the best technique in Data mining. The authors of this 

paper developed a new tool to track the culprits. Two algorithms 

Data Association and Back Propagation NN-Classifier are used to 

analyse the data stored in the database. In order to extract criminal 

relations from an incidents summary and to create a group of sus-

pects two approaches are used; With the help of BPN Classifier 

and Data Association algorithm the network is partitioned into 

subgroups and the interaction pattern is studied. The results prove 

that BPN-Classifier is very accurate in identifying the crime pat-

terns and also for future predictions [1]. 

A CDCI (Crime Detection and Criminal Identification) technique 

was used to fasten the process of detecting the crimes in our Indi-

an cities. In this technique the criminals were identified based on 

features like suspects name, sex, origin, facial features, crime 

reason, location, weapon used, etc. It had six main modules – data 

extraction, pre-processing, clustering, map representation, classifi-

cation and WEKA tool. K-means algorithm was used for crime 

detection and it generated two clusters of crime. The KNN classi-

fication was used for criminal identification. The combination of 

k- means and KNN helped in improving the filtration for large 

databases [2]. 

The authors focused on the day-to-day factors rather than the 

causes for crime occurrences like the culprit’s background or po-
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litical enmity. The proposed system can predict the regions with 

high crime occurrences and also visualize those regions. The sys-

tem will help the investigating officials to resolve crimes faster. 

The steps followed in this approach are data collection, classifica-

tion, pattern prediction and visualization. Bayes theorem is used 

for classification and by using this algorithm the news articles 

were trained and the model was built. Apriori algorithm helps in 

finding the frequent patterns of a particular region. The system 

developed predicts crime regions in India on a particular day [3]. 

The paper concentrated on analysing the approaches between 

Computer Science and Police department as one of the main ap-

plication of data mining. Pattern detection technique has been 

implemented and suggestion for future prediction is also included. 

K-means algorithm is used for clustering and this will help in 

identifying the patterns of crime and hence, will help in solving 

crimes faster. In order to increase the accuracy of prediction semi-

supervised technique is used. The crimes are represented using 

Geo- spatial spots. Based on the selection of time range, type of 

crime and geographical region the results are shown graphically 

[4]. 

The authors used algorithms like Naïve Bayesian, K-nearest 

Neighbor and Neural Networks (Multilayer-Perceptron) and 

proved that it is better than Decision tree and Support Vector Ma-

chine. Two different feature selection methods are tested on the 

dataset. Comparison of algorithms are carried out on the basis of 

Area Under Curve (AUC). The Chi-square feature selection tech-

nique is used for improving the performance of data mining re-

sults. KNN gives better results by using Chi-square feature selec-

tion technique. The dataset chosen is categorised into two different 

types [5]. 

One of the widely used technique for studying crime characteris-

tics is Hotspot Mapping. The distribution of spatial crime depends 

on socio-economic and other crime factors. A new crime hotspot 

tool was developed –Hotspot Optimization Tool (HOT) and the 

main module of HOT is the Geospatial Discriminative Patterns 

(GDP). The GDP can find the differences between two classes in a 

dataset containing spatial information. HOT can accurately map 

the crime hotspots and is very effective in searching and utilizing 

patterns in a geospatial space. Grid thematic mapping is used to 

represent spatial distributions [6]. 

In this paper the authors concentrated on building a forecasting 

model in cooperation with the police division of the US city in the 

Northeast. The approach first extracts the dataset from the original 

crime record and the dataset contains details like the crime loca-

tion, time and other crime related factors. In this approach a classi-

fication technique is used for crime forecasting. The best classifi-

cation method is chosen after analysing a variety of methods [7]. 

ata mining methods like clustering and classification is used by the 

authors of the paper. A system is developed to analyse the crime 

information and this will help in automating the investigation in 

India. The tool developed is very useful in identifying the crimi-

nals and hence, helps in speeding up the investigation [8]. 

In this paper the authors focused on the features that lead to in-

creased crime rate. Both supervised and unsupervised learning 

techniques are used and based on the ranking of the features the 

predictions are made. The Random Forest classifier gives better 

accuracy [9]. 

3. Methodology 

This section consists of the following subsections: 3.1 Dataset 

collection, 3.2 Proposed approach. 

3.1 Dataset collection 

In this step the dataset is collected from the kaggle website 

(https://www.kaggle.com/rajanand/crime-in-india/). The dataset 

named Crime in India by Rajanand llangovan is chosen for this 

research (Fig 1). The State-wise data from 2001 to 2012 is consid-

ered. The dataset consists of 34 attributes where the 34th attribute 

is the class variable. There are 8597 instances in the dataset. The 

dataset consists of 7 Union-territories and 28 states with the corre-

sponding districts. The crime in each district is recorded from 

2001 to 2012. In the dataset different types of crimes (attributes) 

are considered like murder, rape, kidnapping, dacoity, robbery, 

burglary, cheating, dowry deaths, arson, etc.  

The total IPC (Indian Penal Code) crime for each district is given 

in the dataset. Since the dataset does not contain a class variable it 

was calculated manually using the total_IPC_crime attribute. If 

the total_IPC_crime is greater than the average crime rate, then 

the region is considered as critical else it is considered as non-

critical. The dataset is very useful in spotting the crime prone re-

gions on the India map. The dataset is implemented using WEKA. 

The dataset correctness is verified using WEKA tool. Weka tool 

has inbuilt feature selection technique and it is very easy to ana-

lyse the data using this tool. 

3.2 Proposed approach 

In this section the workflow of the proposed model is depicted as 

shown in Fig 2. The first step in the model is Data pre-processing 

(DP) which includes filling the missing values, data cleaning and 

transformation of data. The k-means algorithm is used to replace 

the missing values and it is replaced with the mean/mode value of 

the corresponding attributes instance. The k-means algorithm clas-

sifies the crime instances into clusters with alike attributes by 

performing the required number of iterations. The k-means clus-

tering is then followed by the classification and this process is 

divided into two steps firstly, building a model and then using the 

model for classification. Classification helps in finding a set of 

models which can be used for future prediction of unknown class 

labels. By using the training dataset, the predictive accuracy of the 

model is measured. The correctness depends on how many in-

stances are correctly classified and if the accuracy is good the 

model can be used for future prediction. In this approach two clas-

sification algorithms have been used to check which gives better 

results for the chosen dataset and its kind. The algorithms used are 

Random Forest and Neural Networks (MutilayerPerceptron). 

The Random Forest algorithm is a supervised learning technique 

which creates a forest with the number of trees. It can be used for 

regression, classification and other tasks. The Random forest 

works by creating multiple decision trees during training. Using 

Random forest, the variables can be ranked on the basis of their 

priority. 

Neural Networks which is a nonlinear model helps in modelling 

real world complex relationships. The algorithm is capable of 

estimating the posterior probabilities which helps in setting up the 

classification rules and also in conducting the statistical analysis 

[10].  

Neural Networks generates algorithms capable of learning and 

recognizing patterns. It basically has three layers: input layer, 

hidden layer and output layer. The neurons represent the relation-

ship or connection between the three layers [11]. 

Google map marker clustering (GMAPI) is used in this research 

and it is very helpful in representing the crime prone regions of a 

country. GMAPI requires attributes like a locations latitude and 

longitude. 
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Fig 1: Dataset used for Crime analysis 

 

 

 
Fig 2: Work Flow of Proposed model 

 

4. Experimentation and results 

Since crime is increasing at an alarming rate globally it is im-

portant to control it. In order to reduce crime rates we need to 

study the crime rates of various places of a country. In this re-

search all the states and union territories crime rate (Fig 3) is stud-

ied in detail for different types of crimes. Since unsupervised and 

supervised learning techniques are used it helps in improving the 

filtration of large crime databases. Thus, by following the pro-

posed approach the crime rate can be reduced in time and effort. 

Hence, this section discusses in detail about the experimentation 

and the results that are obtained using WEKA tool.  

 

 
Fig 3: Crime rates in % of Indian states and union territories 

4.1 Selection of Indian states 

In this approach the dataset consists of 28 states and 7 union terri-

tories with the corresponding districts. The Indian states and union 

territories chosen for the clustering are Andhra Pradesh, Bihar, 

Gujarat, Karnataka, Kerala, Madhya Pradesh, Rajasthan, Tamil 

Nadu, Uttar Pradesh and Delhi UT. The average IPC crimes for 

each of the states (based on the districts) during 2001 – 2012 are 

analysed with a line graph. The results are generated using the 

attributes “States/UT”, versus attribute “average_IPC_crime” (Fig 

4). 
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Fig 4: Line graph of Indian states versus the IPC crime 

 
Fig 5: Cluster for Case 1 

4.2 K-means implementation 

In this model the existing patterns and the relations are searched in 

the dataset by using k-means and Google Map Marker clustering. 

This technique helps in providing an overview of the dataset and 

hence, helps in searching, handling and retrieving of the required 

or desired information. From the dataset 10 states are selected for 

formulating the clusters and the selection is done on the basis of 

the average IPC value of each state during 2001-2012. Since the 

locations are marked on the map it helps in analysing the states. 

The information is quite helpful for investigating agencies and the 

police officials. Clustering is achieved using the WEKA tool for 

the cases 1 to 4 - crime in Indian states, the attributes used for the 

k-means are “State”, “year” and “average_IPC_crimes” and “to-

tal_IPC_crime”. 

Case 1 crime detection in India during 2001 to 2012:  K-means 

helps in grouping objects (crimes in Indian states during 2001 – 

2012) into clusters and here we are denoting each object using A, 

B, C, … L. Clusters are formed using the two crime attributes 

“year” and “total_IPC_crime” (Fig 5). The number of clusters by 

default is 2. Totally 9 iterations are performed on the dataset for 

case 1. 

Case 2 crime detection in Uttar Pradesh and Delhi during 2001 to 

2012: To analyse the number of crimes during 2001 to 2012 in 

Uttar Pradesh and Delhi clusters are generated. The attributes 

“year” and “total_IPC_crime” are used to generate the clusters and 

it is independent of the crime type. The clusters are generated in 

the same way for other states and union territories. 

 

Case 3 crime detection on Murder and Rape in India during 2001 

to 2012: Here clusters are created to find the number of crimes of 

a particular type (rape or murder) during the 12 years (2001 to 

2012) in various states and union territories of India. The attrib-

utes that are considered are “year”, “crime_type” and the attribute 

“state” is not considered for this case. Similarly, the clusters are 

generated for other crime types in India. 

 

Case 4 crime identification / detection of type rape in Uttar Pra-

desh during 2001 to 2012: The clusters are created for this case 

using the attributes “crime_type” and “district”. This helps in 

knowing which region has the highest crime rate in a state (Uttar 

Pradesh). In the same way clusters are generated for other states 

and union territories. 

4.3 Google map marker clustering 

The k-means results are enhanced using the Google map marker 

clustering (GMAPI). Google map marker clustering helps in rep-

resenting the most crime prone regions in India. The attributes 

chosen for this are “state”, “location_longitude”, “location lati-

tude” and “average_IPC_crime”. The Google map marker cluster-

ing uses latitude and longitude of locations to plot the crime prone 

areas. For instance, “location_longitude” =28.64 N, “loca-

tion_latitude” =77.22 E for state = “Delhi”.  

 

The crime rates in a specific year can be located directly using the 

marker cluster. The states are ranked based on their crime rate, the 

state or union territory with the highest crime rate (aver-

age_IPC_crime) is ranked 1 and the state or union territory with 

lowest crime is numbered 35. The region with highest crime rate is 

shown in the darkest colour and the region with the lowest crime 

rate in shown in lighter colour as in Fig 6. Google marker cluster-

ing helps in identifying the hotspots of various crimes. Since the 

affected areas are spotted it is easy to solve crimes and predict if 

that area is prone to more or less crimes in near future. 

 

 
Fig 6: Density of crimes in various states and union territories 

 

The Google map marker clustering (GMAPI) produced the follow-

ing results (Fig 7) on our dataset. The crime prone areas are 

marked with a number based on the intensity of crime in that area. 
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Fig 8: WEKA tool 

 

 

Fig 7: Google map marker cluster 

4.4 Crime analysis using WEKA 

WEKA is a useful open source free tool. It is used for analysing 

the real – world datasets. WEKA tool helps in verifying the data 

mining algorithms. The results of k-means are verified with WE-

KA. The Random Forest algorithm and the Neural Networks 

(classification) selected are applied on the dataset and the accura-

cy is verified. The number of correctly classified instances helps 

in knowing how many instances are classified correctly and the 

number of incorrectly classified instances can be reduced by re-

moving the attributes which affect the accuracy. The Random 

Forest is applied on the dataset and the test option selected is 

Cross- validation (Folds 10). The number of correctly classified 

instances are 8591 and wrongly classified instances are 6. The 

classifier verifies an accuracy of 99.9302 %.  The Neural networks 

algorithm verifies an accuracy of 90.02%. 

 

5.Conclusion 

The crime rates in India is increasing day by day due to many 

factors such as increase in poverty, unemployment, corruption, 

etc. The 10 Indian states or union territories selected are chosen on 

the basis of their crime rate. This approach is very useful in study-

ing if the crime rate is increasing or decreasing in a particular 

region. If the crime has increased necessary measures can be taken 

by the officials to study why the crime has increased and also how 

to reduce the crime rate in that region. In this research the crime 

rates during 2001 to 2012 are analysed and this has helped in rank-

ing the states and union territories on the basis of their average 

IPC crime rate. Using WEKA, the accuracy of the proposed model 

is measured and verified. A good accuracy of 99.93 % is obtained 

and this verifies the correctness of the instances. 

The proposed model is very useful for both the investigating agen-

cies and the police officials in taking necessary steps to reduce 

crime. The model can be applied to any countries dataset. By spot-

ting the crime prone areas the general public can be given an alert 

about the crimes in different parts of a country. 

Future enhancement of this research work focuses on training bots 

to predict the crime prone areas by using machine learning tech-

niques. Since, machine learning is similar to data mining advanced 

concepts of machine learning can be used for better prediction. 

The data privacy, reliability, accuracy can be improved for en-

hanced prediction. 
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