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Abstract 
 
Plagiarism, as a crucial offense especially in academia, not only is well-known problem in text but also is becoming widespread in image. 
In this work, the performance of manifold-ranking, known as robust method among semi-supervised methods, has been investigated by 

using twelve different features. As its high performance is attributed to the quality of constructed graph, we applied robust  k-regular 
nearest neighbor (k-RNN) graph in the framework of manifold-ranking based retrieval. Among all tested feature point detectors and de-
scriptors, Root-SIFT, the feature point ones, due to it is invariant to an array of image transforms, is the most reliable feature for calculat-
ing image similarity. The database consisting of images from scientific papers containing four popular benchmark test images served to 
test these methods. 
 
Keywords: image plagiarism, image retrieval, feature extracting, k-regular nearest neighbor graph, manifold-ranking. 

 

1. Introduction 

With the spread of digital data, plagiarism is very important sub-
ject that has received much attention over the past decade. Plagia-
rism detection is the process of locating instances of plagiarism 
within a corpus of documents. Extensive use of computer and 
advent of internet and software has made it easier to plagiarize 

the work of others. While plagiarism can occur in any field, most 
cases of plagiarism are found in academic documents.  Recent 
research works has been conducted merely based on textual in-
formation of documents, ignoring other media during the simi-
larity analysis. Extrinsic text plagiarism detection based on cur-
rent state of art techniques, MultiLayer Self-Organizing Map 
(MLSOM) with tree-structured data, the Levenshtein distance 
and Smith-Waterman algorithm, a Nearest Neighbor (NN) search 

for measuring semantic similarity and text syntactical structures 
were used for text plagiarism detection in  [1-4] and [5] respec-
tively which are good examples in this area. Pictures play an 
important role in recent documents. They are inseparable part of 
document plagiarism. The common image plagiarism technique 
is mainly divided into image retouching, copy-paste and copy-
move groups. Copy-move forgery is performed by copying small 
patch from another part of image to disappear an object in image. 

Retouching is the process of improving or repairing the image 
without changing noticeable modification of the content of im-
age. Copy-move forgery account for majority of image plagia-
rism detection. Consequently, it is more discussed in present 
essay.   In order to compute the similarity between images, a 
high-performance image retrieval system is needed.  The large 
volume of data and image datasets is one of the significant chal-
lenges in image retrieval. To deal with this problem, graph-based 
retrieval systems are developed to alleviate the need for large 

amount of memory. Bin Wang et al [6] proposed a new graph 

structure  for retrieval- based manifold-ranking . They showed 
that manifold-ranking algorithm applied on k-Regular Nearest 
Neighbor (k-RNN) graph structure outperforms the state-of-the-
art algorithms that use traditional graph structures. The main 
function of manifold-ranking is to re-calculate the ranking score 

of the images retrieved as a result of a query. In addition to ap-
plying manifold-ranking algorithm on k-RNN graph, there exist 
several other variations of manifold-ranking algorithm that are 
proposed for text-based applications [7-10]. Nevertheless, the 
manifold-ranking algorithm suffers from some drawbacks which 
limits its applicability to Content Based Image Retrieval (CBIR) 
on very large datasets. Except a few research works [11, 12], 
conducted on image plagiarism in documents, there is an insuffi-

cient number of studies comparing the effect of different image 
features on the effectiveness of this algorithm. This paper aims at 
evaluating the performance of manifold-ranking based in image 
retrieval systems by using k-RNN graph to find identical images 
scaled and rotated. It investigates the effect of robust scale and 
rotation invariant features that are used to calculate the similarity 
between the images in the k-RNN graph.  In other words, extrac-
tion of appropriate image features and selection of a robust meas-

ure to identify the similar images is required for comparing simi-
larity of two document included pictures. In the current study,  a 
number of image descriptors including Scale Invariant Feature 
Transform )SIFT( [13], RootSIFT [14], Speed Up Robust Fea-
tures (SURF) [15], Geometric Blur [16], Scene Gist [17] , Color 
Moments [18], Color Correlogram [19], Gabor filter [20, 21], 
Biologically inspired hierarchical model [22], Edge Histogram 
Descriptor (EHD) [23, 24], Hue Saturation Value (HSV) and 
Local Binary Pattern Histogram Fourier Features (LBP-HF) [25] 

have been examined.  The feature detectors and descriptors are 
selected based on their application in finding similar images in a 
corpus of scientific documents using manifold-ranking and k-
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RNN graph. The process of feature extraction and image retrieval 
is shown in Fig.1.  

 
Fig. 1: Flow of image retrieval system using k-RNN graph 

We organize the rest of this article as follows: we present a brief 
review on related works in the second section. In the third sec-
tion, the method evaluating the performance of image retrieval 
against the extracted features is explained. The experimental 

results and their discussion are presented in section four and sec-
tion five provides conclusions. 

2. Related Works 

The importance of plagiarism detection in recent years, has moti-
vated several researchers to develop various plagiarism detection 

techniques. Some of them use the degree of resemblance between 
images contained in the documents as a criterion for measuring 
the similarity of the documents. In order to detect copy–move 
forgery the blur moment invariants techniques was used by Mah-
dian and Saic [26] . The robustness of their work is shown when 
they add noise, change contrast and degrade in the duplicated 
regions. However, their method suffers from high computation 
time. Mohammadian et al. [27] added Zernik Moment which is 
invariant to rotation in contrast to SIFT method which fails to 

find flat copied regions, i.e. regions with flat texture. They found 
that the combination of SIFT and Zernik moment can be appro-
priately used to detect all types of copied regions in an image. 
Their method is limited in determining potential geometric trans-
formations. Popescu and Farid [28] applied Principal Component 
Analysis (PCA) to discover  copy-move plagiarism. After divid-
ing image into blocks, they used PCA to represent each block and 
created a vector for each block in order to detect forgeries. They 

organized it lexicographically and match vectors. However, their 
method is just for gray scaled pictures and the potency decreases 
because of small size of blocks. In addition, the its performance 
decline when the quality of image is low. The new method based 
on Singular Value Decomposition (SVD) was suggested by Ting 
and Rang-ding [29] to find and locate duplication regions. They 
substitute a method of k-tree fast enough for exhaustive searching 
to match feature. Weak performance in JPEG compression, along 

with failing to detect copied and pasted part is its problem. A 
novel methodology of copy-move plagiarism detection is pro-
posed by Zimba and Xingming [30]. . Initialy, Discrete Wavelet 
Transform) DWT  ( is applied to entire gray image divided into 
various overlapping blocks. Eigen price decomposition is per-
formed on the blocks. Their algorithm is impractical when dupli-
cated region is larger than the block size. Bravo-Solorio and 
Nandi [31] provided a technique to detect scaled, rotated and 

reflected forgeries. The need of refinement to scale heap of 
matches back is their drawback. Recently, A copy-move plagia-
rism detection method  in an extremely parallel setting is pro-
posed by Sridevi et al [32] . Their method proved to have subop-
timal performance in dealing with color images.  

In the following section, several well-known image features 
commonly used in the existing research works, have been re-
viewed. Huang et al. [33] provided a method using SIFT to detect 

copy-move forgery in images. In order to measure similarity, 
descriptors match pasted region and copied region in search of 
any possible forgery in digital images. Amerini et al. [34] pre-
sented a novel approach  for detecting copy-move forgeries using 
SIFT features which localizes the accurate forgery utilizing J-
Linkage algorithm. This algorithm has a significant clustering in 
the domain of geometric transformation for grouping SIFT key 
points spatially close. Some researchers such as Arandjelovic et 

al. [14] introduced a new method by using Rootsift for object 
retrieval in large scale image dataset. Pandey et al. [35] designed 
a method that uses SURF and SIFT robust in detecting copy-
moved regions. Prasad et al. [36] compared the SURF and hybrid 
features such as SURF-HOG and SIFT-HOG, Histogram of Ori-
ented Gradients (HOG),  and the copy-move forgery detection 
using image features like SIFT, Lee [37] provided a new image 
searching method  extracting features and combine Advanced 

Speed up Robust Feature (ASURF) and Domain Color Descriptor 
(DCD). In comparison with open source OpenSURF, their algo-
rithm exhibits a dramatic improvement in retrieval effectiveness. 
Jau-Ling  [38] used primitives of color moments to introduce a 
color image retrieval technique . They divided an image into 
blocks, extracted the color moment of each block and then clus-
tered them into some classes. Malviya et al. [39] exploited a 
CBIR feature extraction scheme to  detect a typical forgery by 

employing Auto Correlogram their work has significant accuracy 
to detect the forged region. They focus on color content in forges 
image and extract features and then analyze the color moments 
and HSV color space of the tampered image [40] .Su et al. [41] 
made a comparison between RGB and HSV color space for im-
age retrieval. Yohannan et al. [42] provided a method to detect 
copy-move forged pictures. They employed a set of feature vec-
tors obtained from the responses of the Gabor filters for each 
overlapping patch of the image. Lee [43] presented an efficient 

method to tackle copy- move forgery problem. They divide the 
forged image into overlapping fixed-size blocks, and then apply 
Gabor filter to each block. In the next step, they used Histogram 
of Oriented Gabor Magnitude (HOGM) of overlapping blocks 
and extracted the statistical features for similarity measurement. 
Agarwal et al. [44] proposed an  novel method for CBIR based on 
DWT and EHD.  After applying wavelet transform, the infor-
mation of dominant edge orientations is gathered by using EHD 

on wavelet coefficients they showed that, by combining the DWT 
and EHD techniques the performance of the CBIR system has 
been increased. Li et al. [45] also presented a method  filtering 
and dividing the image into overlapping circular blocks, firstly. 
Then, they use rotation invariant uniform LBP to extract the fea-
tures of the circular blocks. Finally, the forged regions can be 
located by comparing the feature vectors calculated in the previ-
ous step. Ustubioglu et al. [46] proposed a LBP-DCT based copy-

move algorithm to detect forgery. The image is divided into over 
lapping blocks followed by using LBP to label each block. In the 
next step, DCT (Discrete Cosine Transform) is used to transfer 
blocks into frequency domain. After signing values of the zigzag 
scanned block, the features are lexicographically sorted to deter-
mine the forged blocks. It can be concluded from the literature 
that some features are robust to some basic affine transforms, e.g. 
rotation and scaling. These features are more suitable to be used 

in copy-move forgery detection specifically for scientific papers.  
The next section aims at proposing a method to identify the effect 
of incorporating each feature in constructing the k-RNN graph 
and detecting plagiarized articles based on the similarity of their 
images using manifold-ranking algorithm. 

3. The Proposed Method  

We simplify our problem to the task of finding a set of robust 
features and identifying suitable features which provide more 
discrimination between the forged and authentic images. To 
achieve our goal, the Kullback–Leibler Divergence (KLDiv) and 
Manhattan distance were chosen as criteria to compute the dis-
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similarity between each pair of images in the dataset. In the next 
step, the dissimilarity matrix is created based on the selected 
distance measure providing the weights of edges in k-RNN 
graph. Then the manifold-ranking algorithm is used to update the 
weights of the edges connecting the query image to its neighbors. 
The final result of a query consists of a set of most similar images 
and the score of each retrieved image. The details of the main 
steps of our work are described below.  

3.1. Overview of Image Feature Extraction 

The image feature detection and extraction have been known as 
the main steps of a massive variety of image processing applica-
tions. The efficiency of content-based image retrieval systems is 
highly dependent on the image descriptors used for calculating 
the similarity of the images. Our work is motivated by applica-
tions in plagiarism detection where similarity of images included 

in document serves to compare two documents. It requires appro-
priate extraction of image features and selection of robust method 
to compare these features. The image feature descriptors are di-
vided in two main groups: a) local and b) global descriptors. In 
the following, we briefly present some typical local and global 
image descriptors: 

3.1.1. Local descriptors 

Local descriptors focus on parts of image that discriminative 

information is more prominent and compute around the interest 
points. 

 SIFT 

SIFT, a stable and robust image feature , is invariant to illumina-
tion, scale and rotation, proposed by Lowe [13].. In our work, for 
every image SIFT key points and feature vectors are generated. 
Each key point has an associated feature vector composed of 128 
scalar values. These vectors are combined into a single matrix 
containing all the feature vectors for each image. Kmeans method 
was used to cluster vectors and the number of clusters is selected 
to be 15. Then, a histogram for each image is created.  

 RootSIFT 

A new version of SIFT called RootSIFT, was proposed by Aran-
djelovic et al. [14]. RootSIFT is a square root of the L1 normal-

ized SIFT vector. The formulate is defined  

SIFT
RootSIFT

SIFT



 

 
(1) 

Where SIFT is the L1 normalized SIFT vector. Akin to SIFT, its 
histogram is calculated that is discussed in previous. The only 
difference is the way of extracting feature vector which is nor-
malized using (1).  

 SURF 

SURF is a speed up version of SIFT introduced by Bay et al. 
[15]. Having lower dimension, SURF have higher speed of calcu-
lating and matching. SURF can be used in the same way as SIFT 

except in length of scalar values. It detects landmark points in an 
image and describe the points by a vector robust against a rota-
tion, scaling and noise. 

3.1.2. Global descriptors 

Global descriptor is a single descriptor capturing entire infor-
mation of the visual content. The global descriptors can also be 
divided into three main types: color, texture and shape category. 

3.1.2.1. Color 

Our human visual perception system relies on color spatial distri-
bution of color in an image can be used to create a color de-
scriptor. 

 HSV 

HSV is the most common representations of points in an RGB 

color model. HSV histogram shows the distribution of colors in 
an image used in many aspects of image retrieval. In our algo-
rithm, we quantize image into 8x2x2 equal bins in HSV color 
space and a 1x32 vector is the output showing features extracted 
from HSV. 

 Color Moments 

To represent color distribution Color Moments are another meth-
od. includes three main moments: 1) Mean: the average value of 
all pixels. 2) Standard deviation: representing the disparity of 
color values of the distribution. 3) Skewness: capture the asym-
metry degree in the distribution [18, 38].  

 Color Correlogram 

Color Correlogram defined by Huang et al shows how pixels with 

a given color are spatially disturbed in an image [19]. This fea-
ture distills the spatial correlation of colors used for indexing and 
comparison. In our work we used the vector in which the color 
distribution in different distances is calculated. The output was a 
straight vector exhibiting the probabilities of occurrence of 64 
quantized colors. Its total dimension is 64nx1; where n is the 
number of different inf-norm distances.  

3.1.2. Texture 

Texture can be defined as the visual pattern. There are many tex-

ture feature extraction techniques that here we refer to some of 
them.  

 LBP 

LBP descriptors are used for retrieval and texture classification 
proposed by Ojala et al. [48]. LBP considers the neighbors of a 
pixel and generate a bit-code from the binary derivatives of a 
pixel. After generating the LBP-code is generated for all pixel 
and then, the texture image is represented by the histogram of 
LBP codes. In this article, LBP-HF is computed from discrete 
Fourier transform of LBP histogram invariant to rotation [25]. 

 EHD 

The concept of EHD rely on edge distribution. It is described as a 
form of histogram based on local edge distribution in an image 

which is utilized for image matching [23, 24]. In our work, five 
various masks (horizontal, vertical, diagonal, anti-diagonal and 
non-directional) have been used to create the edge images. We 
divided images into blocks and compute their histograms.  

 Gabor filter 

Gabor filter that its function is edge detection works like human 
visual system by applying linear filter on image. Gabor filter 
gives set of strong response for locations of the target images that 
have structures in this given direction. In addition, these filters  
optimize localization properties in both spatial and frequency 
domain [20, 21]. In this article, this method calculates Gabor 

features and mean-squared energy and mean amplitude. We used 
five number of wavelet scales and six number of filter orienta-
tions. The convolutions are done via the Fast Fourier Transform 
(FFT).  

 Biologically inspired hierarchical model (Jarrett) 

Biologically inspired hierarchical model tested by Jarrett et al. 
[22] is what they describe as Fcsg-Rabs-N-Pa using one stage of 
random filters with no learning. The number of filters, filter size 
and down sample can be various. These filters generated from 
white noise, convolved with each image. Therefore, for each 
image there are 64 new images, and histograms are created from 

the raw pixel values of each new image.  

 Geometric Blur 

https://en.wikipedia.org/wiki/RGB_color_model
https://en.wikipedia.org/wiki/RGB_color_model
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Geometric blur , implemented by Berg [16], is used to compare 
two signal when geometric distortion  exist. It matches shapes 
based on geometric blur descriptor to recognize object. Geomet-
ric blur differs in two ways from the original description. The 
filter size is slightly smaller: 9px.This was done because the im-
ages that were originally tested with this program were of lower 
resolution than used by Berg. The sub-sampling diagram still 
follows what was proposed in the paper as closely as possible. 

The program also differs in that it deals with the point corre-
spondence problem, determining which points between images 
are considered matching by simply using the nearest neighbor 
point, instead of what was proposed by Berg. Neither of these 
differences seem to prevent the results from being highly clus-
tered, typically separating images into clear distinctive groups. 

3.1.2.3. Gist 

The GIST descriptor proposed in [17] comes from developing 

a low dimensional global image representation of the scene which 
does not require any form of segmentation. 

 Scene Gist 

This method proposed by Oliva [49]. To recognize of real world 
scenes, Scene Gist is a model bypassing the segmentation and the 
processing of individual objects or regions. Our algorithm con-
volves the image with several Gabor filters at 4 orientations pro-
ducing maps of same size of input image. Then it divides each 
map into 4 blocks and average the feature values within each 
block. Finally, it concatenates the averaged values of all feature 
maps, resulting in Gist descriptors. 

3.2. Compare Features and Constitution of Dissimilari-

ty Matrix 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Described in previous section, after extracting feature from each 
picture and obtaining its descriptors, the next step for creating 
dissimilarity matrix is deserving a reliable measurement. Manhat-
tan measurement metric and KLDiv, a measure of the non-
symmetric difference between two probability distributions [50] , 
are utilized for calculating the distance. Below shows Mathattan 

(1) and KLDiv (2) criteria in which  1, , nA a a   and 

 1, , nB b b   are feature vectors with n bins. 
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

   

(2) 

 
1

, log

n
i

KL i
ii

a
D A B a

b


  

(3) 

In this experience, we used KLDiv measurement metric for SIFT, 
RootSIFT, SURF, Scene Gist, Geometric Blur and Jarrett. Man-

hattan metric is also used for ColorMoment, Gabor, EHD, HSV, 
Color Correlogram and LBP-HF. After measuring distance for 
each pair images, each distance is saved in a matrix named dis-
similarity matrix in which each element shows the dissimilarity 
of pair images. Digits in dissimilarity matrix are positive and the 
biggest number shows the lowest similarity and 0 shows the 
highest similarity.  It is obvious that the elements in the main 
diameter must be 0 or near 0. After computing dissimilarity ma-
trix, the k-RNN graph have to be created. In order to better analy-

sis, the performance of methods have been predicted. in Table 1, 
the average of KLDiv distances have been calculated for two 
separate datasets for the first sixth methods. The first dataset 
(Relevant Pic) contains 20 images of query image rotated and 
scaled and the second dataset (Irrelevant Pic) contains 20 images 
that are quite different with query image.  In order to enhance the 
accuracy of investigation, four benchmark images showed in 
Fig.2, employed and the averages of all four images were calcu-

lated. Using the KLDiv measurement, we see that SURF method 
has the greatest difference. Therefore, it is speculated that its 
performance would probably be considerable. Table 2 akin to 
Table 1 shows second sixth methods compared by Manhattan 
distance. Among second sixth methods, we can see that HSV 
method has the highest difference. Hence, it would maybe per-
form well. 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2: Four test (reference) images: A – ‘baboon’, B– ‘Lena’, C – ‘pep-

pers’, D – ‘airplane’. 

 

 

 
Table 1. Pre-evaluation of methods measured by KLDIV metric 

KLDIV 

 SIFT RootSIFT Jarrett SURF Geometric Blur Scene Gist 

Relevant Pic Mean 0.0816 0.0915 0.3215 0.418275 0.0039 0.67855 

Irrelevant Pic Mean 1.7523 1.8805 4.6209 7.232525 0.0039 1.06075 

Difference Value 1.6707 1.789 4.2994 6.81425 0 0.3822 
 

 

 

Table 2. Pre-evaluation of methods measured by Manhattan metric 
Manhattan Distance 

 EHD LBP-F HSV ColorMoment Gabor ColorCorre 

Relevant Pic Mean 0.5923 0.58915 0.106 0.053925 0.352025 0.412725 

Irrelevant Pic Mean 0.757725 0.749475 1.46515 0.20545 0.61155 0.58145 

Difference Value 0.165425 0.160325 1.35915 0.200575 0.259525 0.168725 
 

 

https://en.wikipedia.org/wiki/Measure_%28mathematics%29
https://en.wikipedia.org/wiki/Probability_distribution
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3.3. Creating k-RNN graph 

In this section, we introduce the k-RNN graph and manifold 
method in more detail. To evaluate the performance of features, a 
k-RNN graph structure proposed by Bin Wang et al [1] is created. 

K-RNN graph structure in framework of manifold-ranking ex-
tends the functionality of manifold-ranking in retrieval systems. 

3.3.1. The Concept of k-Regular Nearest Neighbor Graph 

Compare with k-RNN graph, previous graphs like connected 
graph and KNN graph suffer from some limitations lead to low 
performance in manifold ranking. Therefore, in order to reserve 
merits of previous graphs and avoid their disadvantages, k-RNN 
is proposed. In k-RNN, an undirected graph, each vertex shows a 

data point in feature space X, and the distance d(xi,xj) also repre-
sents their corresponding distance. KLDiv, Manhattan dis-
tance(L1), Euclidean distance(L2), Mahanobis and Cheby-
chey(L∞) distance can be considered as d(xi,xj). The steps of 
construction method of k-RNN are proposed in Algorithm1 [6]. 

 

3.4. Manifold-Ranking 

One of the well- known graph-based ranking algorithm is mani-
fold-ranking applied to retrieved image from multimedia data-
bases effectively. Given a query image, the function of manifold-

ranking  is assigning score of all images in database. It exploits 
the relationships among the data in the form of graph is exploited, 
image here [8]. Recently, much research has been done on the 
manifold-ranking. Yang Wang et al. [9] proposed a method 
named Multi-Manifold Ranking (MMR) showing reliable per-
formance on exploring the geometric structure of image set. 
Cheng Ta Hsieh et al. [51] introduced a 3D object retrieval meth-
od utilizing manifold-ranking and multiple features. Zhang et al. 

[52] provide a method to increase the speed of traditional mani-
fold-ranking based method. One of the key factor is the quality of 
the constructed graph that  have a significant impact on the per-
formance of manifold-ranking [53]. Bing Wang et al. investigated 
various aspect of graph structures that affect the algorithm per-
formance. They looked at the impact of connected graph and 
KNN graph in manifold-ranking and proposed a novel graph 
named k-RNN graph. Although there were many researches in 

area of manifold-ranking and k-RNN graph, the investigation in 
evaluating effect of various descriptors on k-RNN graph and 
manifold-ranking is limited. In this paper, we evaluate the effect 
of image feature descriptor on k-RNN graph. Algorithm 2 is the 
k-RNN-based manifold-ranking method. 

 

As discussed in Section 3.3, k-RNN graph will be created and 
final score is given to each image by manifold-ranking algorithm. 
The highest ranked images will be the retrieved images. The re-
sult will be discussed in next section. 

4. Experiment Result  

This section is dedicated to explain used dataset, some setup pa-
rameters in manifold-ranking, evaluation metrics and finally ob-
tained results.  To implement our method Matlab R2016b a com-
puter of 2.6 GHz with memory of 16 GB was used. 

4.1. Dataset 

In order to validate, the image dataset in this article were extracted 
from 564 scientific articles, including the 1442 images stored in JPG 

format and their resolutions vary from (the smallest) 48x39 to (the 
biggest) 7500x4183 pixels. Some images can be seen in Fig.3. Four 
different benchmark images (Baboon, Lena, Pepper, Airplane) have 
been chosen (Fig.2 in section 3.4) and 20 forged images are created 
for each benchmark image which contain various resized, rotated and 
combined -both resized and rotated- images. We consider 5 scaled, 4 
rotated and 11 combinations of scaled and rotated images. Some 
forged pictures can be seen in Fig.4. We made our test by considering 

the forged images found in real documents. Therefore, the created 
forged pictures are mostly scaled pictures rather than rotated images 
happening extremely rare in the case of document picture plagiarism. 
For more detail about dataset setup, please refer to Appendix A. 

 
Fig. 3: Some images in dataset gotten from scientific articles 

 
Fig. 4: Some forged pictures 
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4.2. Parameter Selection 

Considering algorithm 1 and algorithm 2 in section 3, σ, α and k 
play a crucial role in final result.  These parameters can be vari-
ous in different datasets. According to the Table1 in section 3.4, 

SURF feature is expected to has the best result. In our work, con-
sidering SURF method, we evaluated different σ, α values chang-
ing from 0.01 to 1 and calculated precision and recall respectively 
by retrieving related images in the dataset. As it can be seen in 
Table 3, the suitable parameter for σ, α values are 1 and 0.99, 
respectively. k shows the maximum number of edges for each 
vertex in k-RNN graph. It is logical that because there are 20 
forged images in our dataset, the query vertex in k-RNN graph 

must have at least 20 edges and k has to be more than 20. By 
evaluating different k, we conclude that k=35 is the appropriate 
number.  

 
Table 3: Parameters of manifold-ranking and k-RNN graph 

Parameter Value 

α 0.99 

σ 1 

k 35 

4.3. Evaluation Metrics 

There are two important factors that have a great effect on image 
retrieval:1) quality and performance of the feature extraction 

algorithm. 2) the reliability of similarity computation. In this 
experiment, we evaluate the retrieval performance of CBIR based 
on the proposed approach by investigating three evaluation met-
rics: precision, recall and F-measure. A retrieval precision is de-
fined as: 

Precision=
    an

n
  

Where the total number of relevant images is denoted by na and n 
shows the total number of retrieved images. In this work we con-
sider =15. 

The retrieval recall is defined as: 

Recall =  
    a

b

n

n
 

Where nb denote the total number of relevant images in dataset. 
We set nb =20 in our work. F-measure is computed based on both 

precision and recall of the test to calculate the score. It actually 
measures the image retrieval accuracy and which defined as fol-
low: 

F_ measure = 2  
Precision Recall

Precision Recall





 

4.4. Manifold-Ranking based on k-RNN Graph Re-

trieval Performance Analysis 

In the following experiments, four test images (Baboon, Lena, 
Pepper and Airplane) are used. Twelve main feature detectors 
and descriptors have been investigated and for each method, the 
average precision, recall and the F_measue are computed for the 
20 images returned in retrieval result. As discussed above, the 
first measure, precision, is defined as the ratio of detected forged 
images among all forged images and the lower (near zero) value 

of this ration resulted in higher number of false charges of plagia-
rism and vice versa. Also, the ratio of detected actually forged 
images to all one reflects the recall measure. This exhibit the 
efficiency of detector and high value of this factor resulted in 
high sensibility of used method. The concept of F-measure is the 
weighted harmonic mean of its precision and recall. According to 
these interpretations, we considered two series in this work. First 

series of tests is performed using six feature descriptors including 
SIFT, Root-SIFT, Jarret, SURF, GeoBlure and Scenc Gist. The 
similarity of test image based on selected feature detector with 
other images is computed by KLDiv metric. Then, after creating 
k-RNN graph and scoring each image by manifold-ranking, the 
retrieval result is validated by means of quality measurements, 
precision, recall and F_measure mentioned before. Fig.5, Fig.6 
and Fig.7 demonstrate that the precision, recall and F_measure 

rates respectively. Considering all three metrics, Root-SIFT can 
indicate as the best detector by precision of 0.85, recall of 0.63 
and F_measure of 1.9. In many cases such as large scale object 
retrieval, image classification, and repeatability under affine 
transformations, RootSIFT outperforms SIFT [47]. SIFT, SURF 
and Jarret also produced almost equally good result. The problem 
of other descriptors, especially Scene Gist and Geo Blur, is low 
either precision or recall factor which affect quality of perfor-

mance.  

 
Fig. 5: Comparative result between methods measured by KLDIV 

 

 
Fig. 6: Average Recall plot for methods measured by KLDIV 

 

 
Fig. 7: Average F_measurment  plot for methods measured by KLDIV 

The second six feature descriptors –HSV, EHD, ColorCorrel-
gram, Color Moment, LBP and Gabor- tested by precision, recall 

and F_measure metrics similar to the previous group discussed 
above. In this group Manhattan metric was considered to calcu-
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late dissimilarity number. In this experiment, the average preci-
sion, recall and F-Measure were also computed and shown in Fig 
.10, Fig.11 and Fig.12 for second sixth methods.  Gabor, EHD 
and LBP, due to apply filters in different directions (Horizontal, 
Vertical, Diagonal, Antidiagonal), have no robust performance in 
rotated forged images seen in Fig.8. We also analysis EHD, for 
instance, and present the results in Table 4. Considering six vari-
ous scaled and rotated transformations, it can be concluded that 

EHD method due to applying filter in different directions has 
better result in scaling rather that rotation. It is true for other 
methods such as Gabor and LBP that uses filter in different direc-
tions. As it can be seen LBP has the lowest performance among 
all twelve methods. HSV, Color Moment and Color Correlgram 
perform very well; however, in the case that two pictures are 
similar in color but different in content such as Fig.9, these meth-
ods fail.   

 
Fig. 8: Some rotated forged pictures that Gabor, EHD and LBP falls on 

them (a) Query image (b) Rotated images 

 
Fig. 9: Some same color pictures 

Table 4: analysing EHD performance for different scale and rotation 

EHD Method 

Scale Rotation 

Size Manhattan Dis Rotated Degree Manhattan Dis 

0.4 scaled 5.9843 270° L 7.7317 

0.8 scaled 3.2479 180° L 9.3833 

1.2 scaled 3.8401 45° L 8.9320 

1.6 scaled 4.3367 10° L 5.6592 

2 scaled 4.5075 10° R 4.6816 

No scaled 0 90° R 9.0302 

Ave of Scaling 3.65275 Ave of Rotation 7.5696 

 
Fig. 10: Comparative result between methods measured by Manhattan 

 
Fig. 11: Average Recall plot for methods measured by Manhattan 

 
Fig. 12: Average F_measurment plot for methods measured by Manhat-

tan 

5. Conclusion  

With ever-increasing development of image processing technolo-
gy, detection of digital image forgery has become an area of fo-

cus in forensics science in recent years. In this paper, the func-
tionally of manifold-ranking based on k-RNN graph by utilizing 
twelve various feature descriptors - SIFT, Root-SIFT, Jarret, 
SURF, GeoBlure, Scenc Gist, HSV, EHD, ColorCorrelgram, 
Color Moment, LBP and Gabor - are discussed, compared and 
analyzed. After extracting features, KlDiv and Manhattan metrics 
served to compute dissimilarity between images and the dissimi-
larity matrix is created as an input of k-RNN graph algorithm. 

Then each image is scored by k-RNN graph-based manifold-
ranking. Given query image, the highest scored images are re-
trieved as forged images. Experimental results show that key 
point features offer better performance and among them 
RootSIFT effectively detects forgery invariant to rotation and 
scaling.  

Appendix A. Dataset Setup 

This appendix reflects a listing of parameters including rotation 
and resizing used to generate the manipulated images in our da-
taset. 

 Rotation-only by   

-  45 ,90 ,180 ,270       

 Resizing-only (downscale or upscale) by scale factor s  

- Downscale   20%,60%s  

- Upscale   20%,60%,100%s  

 Rotation by   degrees + Resizing by scale factor s  

- Rotation  + Downscale s  
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             , 90 ,60% , 90 ,20% , 270 ,10% , 354 ,50% , 90 ,30%s        

Rotation  + Upscale   s  

               , 80 ,20% , 90 ,60% , 270 ,100% , 270 ,30% , 10 ,80% , 270 ,100% ,s       
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