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Abstract 
 

Load forecasting is an issue of great importance for the reliable operation of the electric power system grids. Various forecasting 

methodologies have been proposed in the international research bibliography, following different models and mathematical approaches. 

In the current work, several latest methodologies based on artificial neural networks along with other techniques have be discussed, in 

order to obtain short-term load forecasting. In this paper, approaches taken by different researchers considering different parameters in 

means of predicting the lease error has been shown.  The paper investigates the application of artificial neural networks (ANN) with 

fuzzy logic (FL), Genetic Algorithm(GA), Particle Swarm Optimization(PSO) and Support Vector Machines(SVM) as forecasting tools 

for predicting the load demand in short term category. The extracted outcomes indicate the effectiveness of the proposed method, 

reducing the relative error between real and theoretical data. 

 
Keywords: Short-term load forecasting, Artificial Neural Network (ANN), Fuzzy Logic (FL), Genetic Algorithm (GA), Support Vector Machine (SVM), 
Particle Swarm Optimization (PSO). 

1. Introduction 

Load forecasting requires staunch operation and cost-effective 

utilization of power system and its resources which can vary from 

few minutes to several days.The forecasting of hourly – integrated 

loads carried out for one day to one week ahead is usually referred 

to as short-term load forecasting (STLF). Short-Term Load Fore-

casting (STLF) predicts system load by using historic load and 

weather data, plus forecasted weather conditions. Since system 

load usually differs significantly on certain days of the year, the 

program uniquely classifies such days to allow separate analyses 

of them. Short-Term Load Forecasting can be performed for a 

power system consisting of a single load area or multiple load 

areas. For a system of multiple load areas, Short-Term Load Fore-

casting can be installed with multiple copies for the individual 

load areas in the system. The forecast results can be transferred to 

spreadsheets for performing various data analyses. Load forecast-

ing helps the operator managing the systemto schedule demand 

allocation in a proficient manner. In addition, load forecasting can 

also help in providing power produced exchange with other ser-

vices. In addition to these economic reasons, load forecasting is 

also useful for system security. 

Traditional computing approaches, such as regression and interpo-

lation, certainly cannot provide the results that are required. On the 

other hand, complex algorithmic methods involving lots of calcu-

lations can converge slowly and may diverge in certain cases. 

Various algorithms have been put forward to improve the accuracy 

of the forecasting problem [1]. According to the study carried out 

in load forecasting it can be generally classified into two catego-

ries in accordance with the techniques.One approach takes the load 

pattern and determines its relation with time and predicts the fu-

ture load by using various time series analysis techniques [2-8].  

Other approaches focus the load pattern dependence on the weath-

er variables, and establishes a relationship between the weather  

 

 

variables and the system loads. The future load is then predicted 

by variating weather information along with present historical data 

to present a relation among them [9-12]. 

2. Some Definitions 

A. Load Forecasting 

Load forecasting is a procedure used by energy operating compa-

nies to predict the energy needed to meet the demand and supply 

balance in order to maintain sustainable usage. The accuracy of 

forecasting is of great connotationfor the functional and con-

trolledloading of a service company. It helps in saving a lot of 

money for the enterprise applying the same. 

B. Fuzzy Logic 

Fuzzy logic is an approachin computing of many-valued logic in 

which the degree of truth values may be any real number between 

0 and 1. It is carriedout to manage the concept of partial truth, 

where the variables may range between complete truth and com-

plete false. 

C. Artificial Neural Network 

Artificial neural networks (ANNs) or connectionist systems are 

computing systems inspired based on the structure and functions 

of biological neural networks. Such systems learn by dynamically 

improving performance on tasks by considering examples.They do 

not rely on task-bounded programming. 

D. Backpropagation Algorithm 
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Backpropagation is a method used in artificial neural networks to 

calculate a gradient that is needed in the calculation of the weights 

to be used in the network. 

E. Support Vector Machine 

In machine learning, support vector machines (SVMs, also support 

vector networks) are supervised learning models which can be 

used for both classification and regression challenges. It is a point 

nearer to the hyper-plane that separates two(or more) classes. 

F. Particle Swarm Optimization 

In computer science, particle swarm optimization (PSO) is a com-

putational method that improves the solution to a problem by con-

tinuously trying to improve a candidate solution in respect to a 

given measure of quality. 

3. Practical Application (Existing) 

Recent hybrid training methods for ANN for short term load fore-

casting can be classified as follows: 

I) ANN with Fuzzy Logic 

II) ANN with Support Vector Machine 

III) ANN with Particle Swarm Optimization 

IV) ANN with Genetic Algorithm 

1) ANN with Fuzzy Logic 

A fuzzy logic load forecasting ANN model is generally developed 

to classify a large input load data set to predict the load demand. 

Senjyu, T.; Mandai, P.; Uezato, K.; Funabashi, T., "Next day load 

curve forecasting using hybrid correction method,"(2005) 

[13].This paper suggests a methodology for short-term load fore-

casting, based on hybrid correction method. Standard neural net-

work based short-term load forecasting techniques have shortcom-

ings especially when weather causes changes in season. Hence, 

they proposed a load correction method by using an approach in 

which a fuzzy logic, based on historical data corrects the neural 

network output to obtain the next day forecasted load. A Euclidean 

norm is used for the selection of similar days along with weighted 

factors. The load correction method for the generation of new 

similar days is also proposed. 

 

 
Fig. 1: Neural Network along with Fuzzy Logic for output correction 

 

It is also helpful in figuring out the discomfort level of the given 

day forecasts by the following formula  

𝐷𝐼𝑡+1 = 0.81𝑇𝑡+1 + 0.01𝑈𝑡+1(0.99𝑇𝑡+1 − 14.3) + 46.3 

Where, 𝐷𝐼𝑡+1 is discomfort index, is forecasted temperature 

𝑇𝑡+1[⸰C], and is forecasted relative humidity 𝑈𝑡+1 [%] at hour 

The range of discomfort is also specified as follows –  

Comfort: DI ≤ 72 

Slightly discomfort: 72 < DI < 76 

Discomfort: DI ≥ 76 

The above has some accumulative effect which forces the custom-

ers to keep the same load nature for coming days to come unless 

some drastic change in environment takes place. 

2) ANN with Support Vector Machine 

Recently the reported research using support vector machine and 

more on support vector regression were introduced for STLF. 

Afshin, M.; Sadeghi an, A, "PCA-based Least Squares Support 

Vector Machines in Week-Ahead Load Forecasting,"(2007) 

[14].This paper lays down the operation of principal component 

analysis (PCA) to least squares support vector machines (LS-

SVM) in a forecasting problem with output of load which is of a 

week ahead. New practical features are added for better and more 

potenttraining of the model. For instance, it has been found out 

that hours of daylight is a prominent factor in shaping the load 

profile. In case of cities that are situated in the northern hemi-

sphere, this is a major consideration.Analysis proves that the fea-

ture extraction also plays a major role in accurate results. 

Steps for carrying out this process is given as follows – 

Step 1: Abnormal samples present in the dataset are removed by 

preprocessing. The data is then normalized to zero mean and unit 

variance. 

Step 2: By trial and error, number of features that are to be entered 

into the LS-SVM model (minimum fraction variance component) 

are determined after the implementation of PCA on the input data. 

Step 3: Prediction of the next seven day's maximum load demands 

using the test data sets can be carried out by the following formula  

 

–𝑦(𝑥) =  ∑ 𝛼𝑖 
𝑁
𝑖=1 𝐾(𝑥𝑖 , 𝑥𝑗) + 𝑏 

 

Some parameters have to be selected which influence the perfor-

mance of the model when training a LS-SVM model considerably: 

* Regularization parameter (𝛾 ) 

* Kernel bandwidth parameter (𝛿) 

* The kernel function,𝐾(𝑥𝑖 , 𝑥𝑗),RBF is used in this LSSVM mod-

el. 

* The size of training data sets, i.e. number of previous days that 

are included for one training data. 

Step 4: Bayesian evidence framework is applied to theLS-SVM 

regression algorithm and estimation is performed on the optimal 

regularization parameter (𝛾 ) and kernel parameter (𝛿) until accu-

racy reached is enough to carry out the task efficiently. 

3) ANN with Particle Swarm Optimization 

Particle swarm optimization is a population-based algorithm, 

which is widely applied to the optimization problems in which 

simple software agents move in search space to provide best pos-

sible result. Various researches concerned with it have been im-

plemented, different hybrid and updated versions of PSO are 

available, e.g., QPSO, MPSO, and the adaptive PSO, which shows 

better training results of neural networks. 

Ning Lu; Jianzhong Zhou, "Particle Swarm Optimization-Based 

RBFNeural Network Load Forecasting Model,"(2009) [15]. In this 

paper, improvement in the precision of electric power system for 

short term load forecasting has been proposed through a new mod-

el.Both Particle Swarm Optimization (PSO) algorithm and radial 

basis function (RBF) neural network are taken into use in this 

paper.For optimizing the weighting factor of neural network PSO 

is applied. The load forecasting model which is optimized by PSO 

has more accuracy than the conventional RBF Neural Network 
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model according to the theoretical analysis and simulations. It also 

shows the importance of the two primary operators – velocity 

update and position update which help in minimizing error. 

Step 1: Parameters of RBF network are initialized.  

Subtractive clustering algorithm determinesthe center vector C and 

the width parameter σ. Optimization of the inertia weighting factor 

is carried out by PSO. Initialize the inertia weighting factor𝑤𝑗,𝑖  

=1(0≤𝑤𝑗,𝑖≤1). 

PSO algorithm parameters are initialized. Set c1=1, c2=1, T=1, 

𝑇𝑚𝑎𝑥=10000, and r1,r2 are two random number. 

Step 2: The sample data is normalized with the equation as: 

𝑋𝑡 =  
𝑋𝑡− 𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥− 𝑋𝑚𝑖𝑛
   t = (1, 2…24) 

Where 𝑋𝑡is the load data of hour t,the maximum of the load sam-

ple data is𝑋𝑚𝑎𝑥andis the minimum of the load sample datais𝑋𝑚𝑖𝑛. 

Step 3: Fitness function is defined as follow: 

 

𝐸 =  ∑[∑(𝑡𝑗𝑘 − 𝑦𝑗𝑘) ∧ 2

𝑛

𝑘=1

]

𝑛

𝑗=1

𝑛⁄  

 

Where, target value is 𝑡𝑗𝑘; potential output value is 𝑦𝑗𝑘;the nodes 

of output is m, the numbers of training data is n. According to the 

fitness, if this current position 𝑃𝑖, better than the position𝑃𝑏𝑒𝑠𝑡,𝑖 , 

then it will take its place.Otherwise, 𝑃𝑏𝑒𝑠𝑡,𝑖 remains unchanged. 

Step 3: The minimum of 𝑃𝑏𝑒𝑠𝑡,𝑖 is chosen and previous 𝑃𝑞,𝑏𝑒𝑠𝑡val-

ue is compared with it, if less than the previous one, then take the 

place of the previous𝑃𝑞,𝑏𝑒𝑠𝑡 . 

Step 4: Let T=T+1 

Step 5: The condition for stopping the iteration is accessed. The 

iteration is halted if the maximal iterative times are satisfied and 

E<ε (ε is a given parameter) and𝑃𝑞,𝑏𝑒𝑠𝑡  is the best solution which 

represents the weighting factor 𝑤𝑖𝑗 . Otherwise, the velocity and 

new position of each particle is calculated in accordance toequa-

tion (1) and equation (2) and the steps are repeated from step2. 

Step 6: In accordance to the optimized parameter 𝑤𝑖𝑗, to forecast 

the load data for wantedRBF network structure has been estab-

lished. 

4) ANN with Genetic Algorithm 

The genetic algorithm (GA) is a random search technique inspired 

by the process of natural selectionthat is widely used to find the 

optimal solution. Optimal point in the populations helps in deter-

mination of the optimal solution of the problem under considera-

tion. The fitness value helps in the finding the next offspring by 

carrying out the process.  

This paper presents a methodology which optimizes by improving 

the accuracy of predictions by back propagation neural network 

based genetic algorithm (GA).The weight upgradation is attained 

by selection, crossing and mutation operations with GA’s optimiz-

ing and BP neural network’s dynamic featuring. The performance 

of BP neural network based genetic algorithm optimization predic-

tions are compared with that of BP network using load time series 

from a practical power system. 

 
 

Fig. 2: Neural Network improved by Genetic Algorithm 

 
According to the neural network’s weight and threshold of corre-

spondence, the quadratic sum of error is calculated. 

 

4. Conclusion 

Load forecasting plays an important role in providing the posi-

tiveworking of a power system. Perhaps, it could also provide 

benefits in liberalization of the electricity market. This paper eval-

uates the recent published work to put focus on hybrid neural net-

work model as a possible answer for the short-term load forecast-

ing problem. All the recent models of some hybrid NN techniques 

are mentioned in this paper. Consideration of all the environmental 

factors has made the load forecasting more accurate in comparison 

to the normal technique models.Many improvements can still be 

made in the current models that have been put forward in the past. 
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