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Abstract 

 
Artificial Intelligence (AI) is applied in almost every field existing in today's world and video games prove to be an excellent ground due 

to its responsive and intelligent behaviour. The games can be put to use model human- level AI, machine learning and scripting 

behaviour. This work deals with AI used in games to create more complicated and human like behaviour in the non player characters. 

Unlike most commercial games, games involving AI don’t use the AI in the background rather it is used in the foreground to enhance 

player experience. An analysis of use of the AI in a number of existing games is made to identify patterns for AI in games which include 

decision trees, scripted behaviour and learning agents. 
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1. Introduction 

In recent times artificial intelligence in games is becoming more 

and more intelligent which is similar to human like behavior, with 

the application of upcoming enhancements in the game 

technologies which are coming into view in game industry. Some 

of these techniques are used to develop AI based games to 

intensify player experience with the AI by foregrounding it. This 

project emphasizes AI use in the foreground of the game contrary 

to the implementation done in the background of some 

commercial games. Generally, an AI controller is responsible for 

controlling a non- player character (NPC) with which the player 

can intercommunicate and/or observe for a particular period of 

time to learn its behaviour is considered fore ground. Foreground 

AI can be defined as characters or objects that the player can 

interact and reason with. It can be deduced that AI which do not 

influence gameplay by interacting directly with the player is 

remitted to as background AI. 

The core objective of this survey is to give an insight to new types 

and potential genres of games. This work primarily focuses on the 

foreground AI in the game. The foreground AI acts as the agents, 

that is visible to the player and can reason about its behaviour. 

The Back Ground AI that is less interactive with the user and its 

behaviour could not be figured out. For example behavior of a 

NPC controlling ingame vehicle Grand Theft Auto V can be 

attributed to the actions of a background AI. This AI agent 

facilitates the player to quickly slow down on the road without 

frequenting crashing. The role of back ground AI should not be 

under estimates since they are very essential for smooth gameplay 

and better player experience, though players are oblivious to the 

actions of the back ground AI.  [18] 

The layout of the work is as follows: Section II reviews the 

various foreground AI, the importance of behaviour trees and 

machine learning used extensively in games. Section IV tabulates 

the findings from the work. Section IV limelight the open 

research issues. Section V discuses about the proposed system 

and Section VI emphasizes on the conclusion. 

 

 

An overview of AI-based game design patterns and game 

examples. [18] 

 

 

2. Review 

Early games did not involve AI in their architecture. But 

gradually AI peeked into gaming in the form of chess, checkers, 

poker, bridges and many different games that out performed 

human intelligence or at least challenged the human intelligence. 

The research in games using AI advanced the computing in 

numerous areas. In the year 1997, the chess playing computer 

DEEP BLUE designed by IBM was able to win, Grandmaster 

Gary Kasparov in a 6 game match [1].This was a greatest 

milestone in gaming since the DEEP BLUE has to analyze 

200,000,000 chess positions per second against a human player 

only who could analyze only two positions in one  second.  
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Jonathan Schaefferet. Al programmed implementation of a 

program to play checkers named CHINOOK [2] which used alpha 

beta pruning alongwith a transposition table, iterative deepening, 

search reductions, move ordering and search extensions. 

Scientists at the Web site of Journal Science declared CHINOOK 

to be absolutely unbeatable. 

Michelle McPartland and Marcus Gallagher, engineered fps AI 

bots, that uses an autonomous learning algorithm combined with 

reinforcement training [3]. The work examines the results of five 

fps games. The designers trained the bots using training tools. 

The work gave a strong platform for extending the gaming AI for 

commercial purposes also.   

Stelios Petrakis and AnastasiosTefas, educated the neural 

networks on the procedure of weapon or item selection in a fps 

game [4]. For weapon and item selection the feed forward neural 

networks are instructed with back-propagation. An exceptional 

increase in game performance could be observed. 

Ronan Le Hy, Anthony Arrigoni ,Pierre Bessiere and Olivier 

Lebeltel, deployed Bayesian behaviour to train the video game 

characters[5]. The methodology maintains the state of the 

characters and the move decision is based on the answer to the 

question that involves variables and its parametric forms. This 

particular method however is more covenient and suitable for 

modeling a video game than a Finite State Machine. 

Behaviour trees are hierarchies of decisions commonly used by 

programmers and designers in the game industry to define 

behaviours for agents. Ryan Marcotte and Howard J. Hamilton 

provide an introduction to behaviour trees [6].  Behaviour Trees 

provide utility in engineering or designing AI in games and is a 

plan of execution. Behavior Trees have very high utility in 

modeling various plans of execution and building AI in video 

games. Defining the characteristics of a non playable character 

and other such entities are carried out by behavior trees as they 

are perfect for the task due to their maintainability, reusability, 

extensibility and scalability. 

Leo Galway, Darryl Keith Charles, Michaela M. Black analysis of 

various Machine learning techniques provides a way to enhance 

particularly the behavioral dynamics of artificial bots. The 

assistance of automated generation and the selection of various 

behaviours are responsible for enhancing the capabilities of video 

game AI and also provide the opportunity to create more 

engaging and entertaining game-play experiences [7]. 

 

3. Comparative analysis 

S.NO Technique year of publication Salient Features 

1. Deep Blue: Computer Chess and Massively 

 

2002 

 

Demonstrates the dominance of an AI based board game. 

 

2. Solving the Game of Checkers 1996 

 

Signify the use of alpha beta pruning. 

3. Learning to be a Bot: Reinforcement Learning in 

Shooter Games 

2008 Demonstrates how well RL can be used to learn basic FPS 

bot behaviours. 
 

4. Neural Networks Training for Weapon Selection 

in First-Person Shooter Games 

2012 Proposes weapon selection techniques in fps games 

5. Teaching Bayesian Behaviours to Video Game 

Characters 

2007 Explores the application of Bayesian programming 

6. Behaviour Trees for Modelling Artificial 

Intelligence in Games 

2017 Provide an introduction the behaviour trees to strengthen 

the AI in games 

7. Machine learning in digital games: A survey 

 

2008 Machine learning techniques provide a way to improve the 

behavioural dynamics of computer controlled game agents 

4. Open Research Issues 

The NPCs are interacting in an unimaginable complex 

environment. The information retained by those environments is 

absurd and incomplete. Every NPC have only partial information 

about the state of the game. The game movement prediction can 

be done effectively only if the NPC is given a detailed knowledge 

of the state information of the game. The asymmetric nature of 

the games is a significant problem to frame complete state 

information at any instance.  

From a research viewpoint the various applications of artificial 

intelligence in softwares such as digital games offer very 

interesting and unique challenges combined with  several 

advantages [8]. This work throws a limelight on the complexity 

faced in the modern game domain. These complexities refer to 

management of resource, uncertainty decision making, spatial 

reasoning, temporal reasoning, modeling of opponents, 

collaboration and real time planning. The domain for game and 

AI development used several popular techniques the likes of 

which are Simple Decision Trees, Finite State Machines (FSM) 

and finally the scripting or rule based systems. 

These techniques have a major limitation that the game becomes 

more predictable after a short amount of time. Debugging and 

maintaining complicated behaviors are very monotonous and 

tedious processes. 

 

 

 

5. Proposed System 

Artificial intelligence in games is mostly pre-defined to follow a 

set of instructions. They are scripted such that a fixed task leads 

to them performing a fixed action which is not the case in the 

system proposed. In this system the AI is entirely dynamic and 

can adapt to the situation and take decisions quickly depending on 

the given situation like a human being would. In an adaptive 

system the capability to predict an opponent’s next move is 

profound. Several methods are used such as past-pattern 

recognition or random guessing to determine the next course of 

action 

6. Conclusion 

There are many areas that are being used as the testing grounds 

for artificial intelligence (AI) research, but games have quickly 

become the chosen medium and a safe place to test. Luckily, 

without threatening the safety and other vital systems, AI 

techniques in games can be tested in a game space. It is safer and 

better than testing it in areas where a hunchback algorithm could 

cost property, financial loss as well as life. The paper portrays the 

role of AI in gaming domain with its evolution. The various AI 

methodologies are discussed with their techniques and limitations. 

The work also high lights the open research issues that are to be 

addressed to move the fore ground AI to the next level. We can 

also infer that using behaviour trees to build AI rather than FSM’s 

(Finite State Machines) will help to build a more complex AI that 

can be used to depict real life scenarios to the near accuracy. 
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