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Abstract 
 

Disparity is inversely proportional to depth. Information about depth is a key factor in many real time applications like computer vision 

applications, medical diagnosis, model precision etc. Disparity is measured first in order to calculate the depth that suits the real world 

applications. There are two approaches viz., active and passive methods. Due to its cost effectiveness, passive approach is the most popular 

approach. In spite of this, the measures are limited by its occlusion, more number of objects and texture areas. So, effective and efficient 

stereo depth estimation algorithms have taken the toll on the researchers. The important goal of stereo vision algorithms is the disparity 

map calculation between two images clicked the same time. These pictures are taken using two cameras. We have implemented the non-

parametric algorithms for stereo vision viz., Rank and Census transform in both single processor and multicore processors are implemented 

and the results showsits time efficient by 1500 times. 
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1. Introduction 

One most important sense organ for humans is the Vision. We see 

the 3D world with our naked eyes and that helps us to move on in 

our day to day lifestyle and work. But when we click images of a 

3Dworld system this third dimension of depth gets lost hence we 

are unable to compute the actual distance of the objects from the 

point where sensors were placed and also the relative distance be-

tween objects. Stereo vision is a famous and proper approach 

among the advanced machine vision bureaucrats. With advance-

ment in the computer vision and high speed computing units we are 

now able to compute this third dimension which was lost earlier and 

this method of computing the lost depth is known as Depth Estima-

tion.  

It is even called a reliable tool to extract the depth from a particular 

scene. How accurate they are purely depends on the quality of the 

cameras and the correspondence algorithm used for extracting the 

disparity pixels A stereo matching algorithm matches pixel values 

of input image with the query image and explores the corresponding 

vertical and horizontal displacement as the disparity value, which 

is inversely proportional to its depth and hence it can retrieve the 

3rd dimension viz., the depth. 

As we see movies in 3D are increasing in faster rate, even televi-

sions give the TV audience the opportunity to experience 3D, we 

see tremendous scope of improvement in stereovision area for depth 

calculation . Basically, the 3D experience comes from the left and 

right eye seeing slightly different views of the same scene. 3D view 

is perceived by disseminating two separate views for the left and 

right eye. Stereo vision is taking the click of a scene with two cam-

eras positioned at some distance. This distance is usually 50mm the 

minimum which is the distance between the two eyes of a human 

being, in order to replicate the effect in robots. Figure 1 shows the 

sample of original, the left image and the right images. This shows 

the effect of pictures taken from 2 cameras at some distance. 

 

(A) (B) 

  
  

(C) 

 
Fig. 1: A) Image at Actual. B) Input Image. C) Query Image. 

 

Objects closer to the camera is towards the right in the input image, 

and towards the left in the query image. Distant objects will be lo-

cated at approximately the same place location in both images. By 

comparing these two images, the displacement of objects between 

the two images gives disparity information. The depth is calculated 

by taking the inverse of disparity. Hence comes the goal of finding 

the matching pixel between the images. 

Stereo correspondence algorithms are classified based on the output 

which could be a dense or sparse output. The methods that use seg-

ments and edges produces sparse outputs but they have a good com-

bination of speed and accuracy. 

For real time applications/robotics demand dense output. We have 

aimed at algorithms for real time applications and hence we have 

focused on dense stereo correspondence algorithms. There are two 

types of local methods viz., area based and feature based methods. 

Local methods (area-based) [5] are also called as window based 

methods because the disparity in this case for a given point depends 
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purely on the intensity values of that particular window. The win-

dow size can be changed depending on the accuracy of the output. 

This method gives a dense output that suits the real world applica-

tions. The feature based methods rely on the feature extraction, and 

gives a sparse output but the speed relatively is high. Global meth-

ods are otherwise called energy based methods are very accurate 

but time consuming and computationally expensive. 

The algorithms here would be implemented with the assumption 

that the same object/feature in both input and query images have 

the same intensity values. This assumptions may sometimes go in-

valid for the reason that due to different angles of cameras the in-

tensities for the same pixel point may be different because of illu-

mination effects. Stereo vision algorithms normally fail in non-ideal 

lightning conditions in spite of the two cameras taken into consid-

eration are perfectly tuned. It because of the reason that though the 

images are taken at the same instant the pose or orientation of the 

camera might be in such a manner that intensity of light varies for 

the two images captured. 

The whole concept is about matching the relevant pixel. In order to 

match the pixels in the pair , the pixels are to be searched in both 

the input and the query images. Since the pair of images are taken 

by keeping some distance in between them there are chances that 

the variation could be possibly in x and as well as in y direction. If 

this is the case then the search becomes difficult. 

In order to avoid this we go for image rectification. The idea of im-

age rectification is to make epipolar lines of two camera images 

horizontally aligned. This is done using linear transformations like 

rotate, translate and skew of the camera images. This aligns the im-

ages in one direction. 

We propose the use of image rectification after the calibration of 

the camera. Stereo vision algorithms normally fail in non-ideal 

lightning conditions in spite of the two cameras taken into consid-

eration are perfectly tuned.  

Section 2 provides process block diagram with its explanation. Sec-

tion 3 presents the performance difference of CPU and GPU, Sec-

tion 4elaborates the conclusion. 

2. Process block diagram 

 
Fig. 2: Block Diagram. 

2.1. Camera setup and calibration 

Stereo images have to be clicked of the same scene using two cam-

eras from two viewpoints. Here we have used a single camera and 

a slider on which the camera is mounted to click images as shown 

in figure 1. Camera is placed on a tripod stand and camera is 

mounted on top of it using a slider. A left image is clicked and then 

slider is moved to click right images by changing the distance in 

mm with a start of 50 mm and ended with 200 mm [3]. 

Multiple image datasets can be created using this setup in varying 

surroundings such as indoor, outdoor, near and far. These created 

datasets can then be used for computing depth of the real world 

scene. 

 

 
Fig. 3: Camera Setup for Capturing Images. 

Camera calibration is another important step which helps in remov-

ing errors from the captured stereo images and improves accuracy 

of the result. When we capture images from two different view-

points or using two different cameras shifted by some distance as 

mentioned in previous paragraph then different errors come into 

picture like rotational error, tangential error etc. In order to remove 

these unknown errors there is a need to compute Intrinsic and Ex-

trinsic parameters of the stereo camera system and use these param-

eters to calibrate the camera system. 

 

   
   

   
   

   
   

   
Fig. 4: A) Left 12 Images of Different Angles and Positions. 

 

   
   

   
   

   
   

   
Fig. 4: B) Right12 Images of Different Angles and Positions. 

 

Here we have used a checkerboard of dimension 31.5cm X 21cm 

with each block of sixe 2.8cm X 2.8cm as shown in figure 2a and 

2b. 24 images are captured with this setup which includes 12 left 

stereo images and 12 right stereo images.  
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Fig. 5: Calibrated and Rectified Input and Query Images and the Combined 

Images Respectively. 

 

These images were given to the Matlab2016 stereo camera calibra-

tor app, for which Intrinsic and Extrinsic parameters were obtained. 

These parameters are then used for calibration and rectification. 

Hence the stereo matching problem is reduced to 1 dimension. 

2.2. Non parametric local transforms 

Non parametric local transforms depend on the order of arrange-

ment of intensity values and not on the intensity values itself [6]. 

This enhances the performance of the near object boundaries. In this 

paper we have used two nonparametric local transforms viz.,the 

rank transform and the census transform. The former measures the 

local intensity and the latter summarizes the logic image structure. 

Most of the approaches to the correspondence problems have prob-

lems near the boundaries due to discontinuities in disparity. This 

was the major problem with parametric transforms. 

The rank transform algorithm is as follows: 

1) Read the left image. 

2) Iterate for every pixel around a particular fixed window, 

choose a reference pixel and check whether the neighboring 

pixels are less the reference pixel .All the neighboring pixel 

values are given the rank from 1 onwards and saved in the 

rank matrix. 

3) Save this left rank matrix and do the same for right image 

4) Now we get two rank matrices, compute the distance by iter-

ating from 1 to 8 (8 being number of bits). 

5) Find the sum of the distance. 

6) Find the minimum sum value and store its respective dispar-

ity range in a disparity matrix. 

The census transform algorithm is as follows: 

1) Take the left image and rotate a window around a fixed pixel. 

2) For every pixel in that window with reference to the centre 

pixel compute new value using formula if pixel intensity <ref 

pixel then the value would be 1 else 0. Do the same for right 

image. 

3) Now compute minimum hamming distance using XOR and 

fin the total sum of distance for each disparity value. 

4) The disparity value at which we get minimum hamming dis-

tance, is stored in the disparity matrix. 

The algorithms that are implemented in this paper considers an 

known disparity search range, by manually finding the disparity 

range, since it is crucial for stereo matching tasks, to find the known 

disparity range using algorithms as it is a time consuming task. It 

also does not perform well. In the case of real time image processing 

two aspects have to be observed while designing: time efficiency 

and results accuracy. 

 

The disparity range defines the minimal and maximal disparity in 

the given stereo image pair by manually searching the row and col-

umn of the stereo pairs to find the maximum disparity which might 

not be very rigorous. Many algorithms decrease their performance 

for an unknown disparity search range. Well-known and benchmark 

stereo image pairs are typically provided with already given dispar-

ity search range [2]. However, we usually want our algorithms to 

be run on our data sets and images where we have no information 

available.  

3. CPU VS GPU 

CPU coding of both Rank and Census transforms are done using 

MATLAB. Single core CPUs are meant to have single thread at one 

time. So their time complexity is high. 

CPU multi core is not used as the maximum of around 12 cores 

(Intel), and as the application is related to images which are of huge 

size we have implemented them with GPU cores [15]. 

In order to compare it with multi core we have used GPUs with 

many threads which can parallel run many threads. A GPU has hun-

dreds or thousands of cores running at once. In the sense same code 

runs on all the threads the same time. ration only one at a time which 

is a “Kernel” on the entire image array. The scheduler launches 

thousands of threads one for each core and then executes the kernel 

[15]. 

CUDA capable GPU: CUDA is NVIDIA’s parallel computing ar-

chitecture that enables huge increases in computing performance by 

harnessing power of the GPU (graphics processing unit). CUDA 

capable GPU’s allow to do Parallel programming, it allows to 

launch multiple parallel Threads which speed up the computation.  

To run a CUDA program one must need a machine running a 

CUDA capable GPU. The GPU model that is used is QUADRO 

K1100M with CUDA toolkit 7.5. 

The number of threads we have used is based on the size of the 

image and is standardized using the formula  

 

column = (blockIdx.x * blockDim.x) + threadIdx.x; 

 

row = (blockIdx.y * blockDim.y) + threadIdx.y; 

 

The dimension of the threads and blocks are calculated in the fol-

lowing way 

dim3 threads (32, 32); 

 

dim3 blocks (w/threads.x, h/threads.y); 

 

where w and h are the width and height of the image. We have cho-

sen to use 32 X32 thread in each block. Hence No of blocks used is 

14X11.14 in the horizontal blocks and 11 as the vertical blocks. 

The Warp size for this GPU model is 32, Maximum number of 

threads possible is 2048 and maximum number of threads per block 

is 1024. [15] 

3.1. Evaluation methodology 

Quality measures are one most important standard to measure the 

accuracy of the algorithm by comparing the results with existing 

ground truths [9]. To evaluate the performance of a stereo algorithm 

or the outcome with the change in parameters, a quantitative way is 

to be used to estimate the performance of the computed correspond-

ences [13].  

The two methods considered in this paper are RMS error (Root 

Mean Square error) and BAD PIXEL Match. 

1) RMS (root-mean-squared) error: (measured in disparity 

units) between the computed disparity map dC(x,y) and the 

ground truthmapdT (x, y) [13], i.e. 

 

R= sqrt [ 1/N∑(x,y) [dC(x.y)-dT(x,y) ] ]                                     (1) 

 

Where N is the total number of pixels. 
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2) Percentage of bad matching pixels: This quality metric gives 

percentage of mismatching pixels in the computed disparity 

map and the ground truth. 

 

B = [ 1/N∑(x,y) [dC(x.y)-dT(x,y) ] >λd ]                                    (2) 

 

Where λd (eval bad thresh) is a disparity error tolerance. 

For the experiments in this paper we use λd =1 .0, since this coin-

cides with some previously published studies [4] and [5]. 

3.2. Simulation results 

The input images are taken from online Middlebury Stereo Dataset 

along with their ground truths [4]. Disparity maps for Rank and 

Census transforms are computed for those Middlebury datasets [4] 

and our results both rectified and non-rectified are compared with 

their ground truths available online to see how accurate are the re-

sults obtained. Our own data base results are also displayed. 

The actual distance was measured and the Digital Camera with 

Specifications-Brand Sony, Product Line Sony Cyber-shot, Model 

DSC-W220, Sensor Resolution 12.1 Megapixel Optical Sensor Size 

1/2.3" was used to generate data base with 50 mm 

,75mm,100mm,150mm cameras apart. 

Figures and Tables are shown below which show quantitative com-

parison of these methods among each other and online available da-

tasets. 

3.3. Rank transform results: CPU 

a) Cones database (2003) 

 
(A) (B) (C) 

   
   

(D) (E) 

  

   

(F) 

 
   

(G) 

 
Fig. 6: (A)CONES Dataset. (B) Input Left and Right Image. (C) Ground 
Truth. (D) Rank Left and Right. (E) Mesh. (F) Refinement Using Median 

Filter. (G) Refinement Using Gaussian Filter. 

b) Teddy database (2003) 

 
(a) (B) (c) 

   
   

(d) (e) 

  
   

(f) 

 
   

(g) 

 
Fig. 7: TEDDY Dataset. (A) And (B) Input Left and Right Images. (C) 

Ground Truth. (D) Rank Left and Right. (E) Mesh. (F) Refinement Using 
Median Filter. (G) Refinement Using Gaussian Filter. 

 

c) Census transform results: CPU 

 
(A) (B) 

  

  

(C) 

 
  

(D) 

 
Fig. 8: (A) Census Left and Right. (B) Mesh. (C)Refinement Using Median 
Filter. (D) Refinement Using Gaussian Filter. 
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d) rank and census transform results: GPU 

 
(A) (B) 

  
Fig. 9: (A) Rank. (B) Census. 

 

 
Fig. 10: Execution Time for Image Size 375X450. 

4. Conclusion 

Non parametric methods work approximately same for normal 

scenes but work very fine for texture-less surfaces where parametric 

algorithm fail. The time taken for CPU is 1500 times more than that 

of a GPU for the same image. This work can be extended for texture 

based images with occlusion in future keeping the performance and 

time complexity as the focus. 
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