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Abstract 
 

Blockchain technology has rapidly emerged as a vital skillset, reshaping digital infrastructure with its decentralized, transparent, and secure 

characteristics. These core features have driven its integration across various industrial applications, establishing it as a foundation for 

modern computing paradigms such as cloud and edge computing. Recognizing this potential, the present study introduces a novel and 

disruptive approach utilizing an adaptive learning model to enhance security within data-sharing ecosystems through decentralized access 

control mechanisms. The proposed framework was implemented using Python and rigorously evaluated through experimentation. A com-

prehensive performance analysis compared the proposed Adaptive Learning Model (ALM) against conventional cryptographic techniques, 

specifically RSA and AES algorithms. Multiple performance metrics were analysed, and the outcomes demonstrated that the proposed 

method significantly improves security, scalability, and processing time. 
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1. Introduction 

In recent years, blockchain technology has garnered significant attention across a variety of domains, ranging from cryptocurrencies to 

enterprise-level services [1]. This widespread adoption signals the transformative potential of blockchain as a foundational innovation for 

the next wave of developments in the financial and industrial sectors. With increasing research and exploration in this space, blockchain is 

gradually reshaping critical aspects of our lives, including finance, energy, and public services [2]. From a technological perspective, 

blockchain is a form of distributed ledger technology (DLT), first popularized by its use in Bitcoin for recording digital financial transac-

tions. It functions as a decentralized, real-time, and openly accessible data system [3]. Rather than being controlled by a centralized au-

thority, blockchain relies on a peer-to-peer network in which all transactions are securely stored in an immutable chain of blocks [4,5]. 

Each block is verified using cryptographic techniques and consensus algorithms, which ensure the integrity and authenticity of recorded 

data, making it highly resistant to tampering or unauthorized modifications [6]. The essential attributes of blockchain—namely decentral-

ization, transparency, and security—position it as a valuable tool for improving operational efficiency while reducing overhead costs [7]. 

These features have accelerated the development of various blockchain-based applications, emphasizing the relevance of ongoing research 

in this dynamic field [8], [9]. Simultaneously, advancements in information and communication technologies have opened new avenues 

for emerging paradigms such as the Internet of Things (IoT) and cloud computing. IoT has fundamentally transformed both personal and 

industrial environments by enabling interconnected devices to communicate and interact in real time [10], [11]. These devices—ranging 

from sensors to smart appliances—can collect, transmit, and respond to data through embedded systems, thereby enabling intelligent ser-

vices in areas like smart cities and smart manufacturing [12], [13]. Given the limited processing power and storage capabilities of IoT 

devices, many operations are offloaded to cloud platforms, leading to the integration known as the Cloud of Things (CoT). CoT provides 

a scalable and robust environment for managing IoT applications, thereby enhancing service efficiency and overall system performance 

[14], [15]. However, conventional CoT architectures often face limitations due to their reliance on centralized communication models, such 

as main cloud servers [16], [17]. This centralization can lead to bottlenecks, reduced scalability, and increased vulnerability, especially as 
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IoT networks expand [18], [19]. To address these challenges, security and privacy concerns have become key areas of focus [20], [21]. 

The structure of this paper is organized as follows: Section II reviews related literature, while Section III outlines the proposed framework 

architecture. In Section IV, we present a novel security algorithm based on an adaptive learning model. Section V discusses the experi-

mental results, and Section VI concludes with insights and directions for future research. Significant efforts have been made in recent years 

to review the integration of blockchain in diverse technological ecosystems, particularly IoT and cloud computing. Several studies have 

explored blockchain’s capacity to secure IoT infrastructure and its potential application in areas such as smart manufacturing, vehicular 

networks, autonomous systems, and the next generation 5G wireless networks [22], [23]. Other researchers have examined blockchain’s 

technical underpinnings—such as consensus protocols and networking models—as well as the synergy between blockchain and cloud 

systems [24], [25]. Further work has highlighted the potential of combining blockchain with edge computing, a more decentralized com-

puting model, to address the scalability and performance issues in distributed environments [26], [27]. 

2. Proposed methodology 

Traditional security frameworks for decentralized access control often rely on separate algorithms for encryption and decryption, which 

introduces unnecessary complexity and increases system overhead [28], [29]. To address these limitations and simplify secure access 

control mechanisms, the proposed methodology introduces a streamlined framework that integrates encryption and access management 

into a unified system with attribute-based security [30], [31]. The architecture of the proposed system—illustrated in Fig. 1—features 

decentralized access points distributed across multiple organizational levels. This modular design enhances scalability and allows each 

participating organization to independently manage its access permissions [32], [33]. The system includes key components such as dedi-

cated access points, a suite of microservices, a blockchain-based cluster, an internal user repository, and a hierarchical multi-organization 

structure. 

 

 
Fig. 1: System Framework for Decentralized Access Control. 

 

Each organization is equipped with its access control unit, enabling local decision-making to approve or deny access requests based on 

predefined policies. Instead of relying solely on external databases, the system uses a private internal database for operational efficiency 

[34], [35]. However, the blockchain network ensures distributed data synchronization across nodes, offering redundancy, integrity, and 

immutability of shared records [36], [37]. The blockchain cluster enforces access rules encoded into smart contracts, maintaining transpar-

ency and security while recording the history of all access events. These historical logs enhance auditability and trust in the system [38], 

[39]. Additionally, the architecture supports reusable microservices that offer specific functionalities [40], [41]. These services operate 

independently and interact seamlessly with other system components, thereby promoting flexibility and modular development [42], [43]. 

This integrated and decentralized framework significantly reduces the complexity associated with conventional encryption models and 

supports secure, scalable, and efficient access control across multiple domains [44], [45].  

3. Results and discussion  

As detailed in the previous section, blockchain technology forms the backbone of the proposed system architecture. Central to this structure 

are nodes, which can be any computing device or user that maintains a complete replica of the blockchain ledger [46]. These nodes serve 

essential functions such as storing, validating, and propagating transaction data throughout the network. In essence, the existence of block-

chain is distributed across these interconnected nodes, making the system robust, transparent, and decentralized. One of the primary re-

sponsibilities of a node is to process transactions. A typical blockchain transaction workflow begins with a request, which is validated 

through node-to-node communication—illustrated in Fig. 2. Upon successful validation, the transaction is confirmed, and nodes receive a 

reward for their participation through consensus mechanisms like Proof of Work. Once verified, the transaction is recorded in a new block, 

which is then appended to the existing chain. 
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Fig. 2: An Example Blockchain Transaction. 

 

 
Fig. 3: Methodology Used for Encryption and Decryption. 

 

At this stage, the adaptive learning model (ALM) is activated to evaluate the transaction process, documenting observations to continuously 

refine its performance. The ALM plays a crucial role in dynamically reinforcing the security protocols by learning from ongoing operations. 

The encryption and decryption mechanisms employed by the proposed system are depicted in Fig. 3. Every time a plaintext input is pro-

cessed, it undergoes encryption through a combination of a data key and a master key. The encrypted data key generates a secure ciphertext, 

which is transmitted securely within the network. The ALM integrates this encryption process and utilizes it to generate output that adapts 

to evolving access conditions. A unique feature of this encryption strategy is the use of prime numbers during the initial block generation. 

The system’s security increases as the ALM adjusts the encryption model based on learned parameters from previous block weights. Each 

new block's encryption mechanism is influenced by dynamic weight values derived from previous operations, ensuring each encryption is 

distinct and difficult to trace. This design allows the system to support high-volume encryption, such as securing documents with over 

10,000 words, without compromising speed or performance. The ALM algorithm itself is based on a linear loop structure, ensuring time 

complexity remains at O(n)—indicating efficient scalability. The symbol ‘?’ in the algorithm denotes an asymptotic equivalent for a linearly 

scaled learning rate, reflecting the model’s ability to adapt continuously. To illustrate how the ALM operates in practice, sample inputs 

and corresponding outputs are provided in Fig .4a and 4b. These examples help visualize how the algorithm securely processes and encrypts 

data in real-time. Overall, the results demonstrate that the proposed ALM algorithm significantly enhances the security, adaptability, and 

efficiency of decentralized access control systems. Its capability to evolve encryption techniques based on real-time input and prior activity 

sets it apart from traditional static methods. 

 

 
Fig 4: A) Sample Input for Algorithm Testing. 

 

 
Fig 4: B) Sample Encrypted Output. 

 

To evaluate the effectiveness of the proposed Adaptive Learning Model (ALM) in terms of encryption performance, a comparative analysis 

was conducted against conventional RSA and AES algorithms. The results of this comparison are summarized in Table 1, offering a clear 

perspective on the encryption standards and performance metrics of each approach.  
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Table 1: Feature Comparison of AES vs RSA vs ALM Algorithms 

S. No Features AES RSA ALM 

1 Type of cryptography Symmetric Asymmetric Both symmetric and asymmetric 
2 Keys are defined throughout the process Single key  Different key Multiple keys for each block were created 

3 Throughput Very high Low Very high 

4 Confidentiality High Low Very high 

 

The Adaptive Learning Model (ALM) algorithm was developed and executed using the Python programming language. The performance 

outcomes of the implementation are presented in Table 2. These results indicate that the ALM algorithm achieves a significantly higher 

encryption rate within a shorter processing time compared to the widely used RSA and AES algorithms when tested on identical input 

document sets. 

 
Table 2: Comparison of AES, RSA and ALM Algorithms -Time Taken to Complete Encryption 

S. No Number of words 
Time in (ms) 
RSA  AES ALM 

1 1000 9.858 0.243 0.084 

2 2500 12.091 0.249 0.085 
3 5000 16.940 0.343 0.101 

4 10000 30.272 0.421 0.115 

 

 
Fig. 5: Encryption Time AES vs RSA vs ALM Algorithm. 

 

 
Fig. 6: Performance Analysis of Proposed Algorithm. 

 

As illustrated in Figure 5, the proposed Adaptive Learning Model (ALM) algorithm demonstrates a significantly faster encryption time 

compared to the conventional AES and RSA algorithms. Furthermore, the ALM consistently maintains a high encryption accuracy while 

operating within reduced time frames. To validate its scalability and robustness, the algorithm was tested on varying input sizes, ranging 

from 1,000 to 10,000 words. The outcomes of these tests are depicted in Figure 6, providing a clearer understanding of the algorithm’s 

performance across different data volumes. 

4. Conclusion  

This study presents a novel solution to the security challenges inherent in decentralized access control systems by introducing a blockchain-

based framework integrated with an Adaptive Learning Model (ALM) algorithm. The proposed approach enhances data protection by 

dynamically adjusting encryption strategies, significantly outperforming conventional RSA and AES algorithms in terms of processing 

time and encryption efficiency. The ALM’s capability to employ multiple encryption keys further strengthens its resistance to unauthorized 

access and potential cyber threats. While the current model demonstrates promising results, it does not yet address scenarios involving 

multiple master nodes, which could further enhance decentralized control and load distribution. This limitation opens a direction for future 

work, where support for multiple master configurations and the incorporation of advanced intelligence can be explored. Additionally, the 

model can be further evaluated and trained using real-world datasets to validate its applicability in diverse security-critical environments. 
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