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Abstract 
 

This paper presents an innovative framework integrating federated learning, blockchain, and the Internet of Medical Things (IoMT) to 

revolutionize healthcare systems in the context of Healthcare 5.0. By harnessing advanced sensors and leveraging 5G technology, the 

framework enables continuous, real-time data collection and intelligent analysis, facilitating highly personalized and timely medical inter-

ventions. Federated learning enables decentralized model training across edge devices, preserving data privacy and enhancing security. 

Simultaneously, blockchain ensures the integrity and transparency of healthcare records through a decentralized and tamper-proof ledger. 

The synergy of these technologies fosters secure and efficient communication across a network of interconnected medical devices. This 

framework significantly enhances healthcare delivery by promoting proactive, patient-focused, and adaptive care models. Additionally, 

IoMT expands the capabilities of medical equipment by enabling remote monitoring, automated data transmission, and comprehensive 

patient oversight. As the vision of Healthcare 5.0 progresses, embracing such cutting-edge technological solutions is vital for improving 

patient outcomes, streamlining operations, and accelerating medical innovation. Through the combined power of federated learning, block-

chain, and IoMT, the healthcare sector stands on the brink of a transformative shift toward secure, intelligent, and personalized care.  

 
Keywords: Internet of Medical Things; Healthcare 5.0; Secure Data Exchange; Federated Learning; Blockchain Technology. 

1. Introduction 

The healthcare industry is undergoing a transformative shift driven by cutting-edge digital technologies, marking the emergence of 

healthcare 5.0 [1], [2]. This next-generation healthcare model emphasizes precision, personalization, and patient-centric care through the 

integration of technologies such as federated learning, blockchain, the Internet of Medical Things (IoMT), and advanced medical sensors 

[3], [4]. Federated learning facilitates the decentralized training of machine learning models across various edge devices, ensuring that 

sensitive patient data remains localized and secure [5], [6]. Blockchain introduces a tamper-resistant, decentralized infrastructure that 

guarantees transparency and trust in healthcare data exchange and management [7], [8]. IoMT, composed of a network of smart medical 

devices and wearable sensors, enables the seamless collection and processing of health data in real time [9], [10]. The evolution of sensor 

technology and high-speed connectivity has empowered these devices to continuously monitor patient health, providing critical insights 

that support timely and personalized interventions [11], [12]. Together, these technologies are reshaping how care is delivered, making it 

more responsive, secure, and efficient [13], [14]. Fig. 1 illustrates a conceptual architecture of blockchain implementation within this 

healthcare framework. 
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Fig. 1: Blockchain Architecture. 

 

 
Fig. 2: Federated Learning. 

2. Proposed methodology 

The proposed framework for a next-generation smart healthcare system integrates several advanced technologies—including blockchain, 

federated learning, and the Real-Time Deep Extreme Learning Machine (RTS-DELM)—to deliver secure, intelligent, and privacy-preserv-

ing healthcare services. This methodology has been designed with a strong emphasis on interoperability, scalability, and robustness, aiming 

to fulfil the core objectives of healthcare 5.0 [15], [16]. The foundation of the secure data exchange mechanism within the system begins 

with the integration of blockchain technology [17], [18]. The selection of an appropriate blockchain platform is critical and involves eval-

uating features such as transaction throughput, latency, consensus protocol (e.g., Proof of Stake, Practical Byzantine Fault Tolerance), data 

privacy capabilities, and cost-efficiency [19], [20]. Once the platform is finalized, a distributed network architecture is established. This 

includes defining key entities such as peer nodes, orderers, and communication channels [21], [22]. Nodes represent different healthcare 

institutions or IoMT devices, and channels ensure privacy by isolating transactions among authorized participants [23], [24]. To automate 

essential healthcare processes, smart contracts (or chain codes) are developed and deployed on the blockchain network. These smart con-

tracts govern access permissions, patient data sharing protocols, billing and insurance verification processes, and consent management 

[25], [26]. All transactions are cryptographically secured using SHA-256 or similar hashing algorithms, and public-key infrastructure (PKI) 

is used for identity verification and authentication of users [27], [28]. Blockchain's immutable ledger ensures that all health-related data 

exchanges are transparent and tamper-proof. Access control is enforced through Role-Based Access Control (RBAC) or Attribute-Based 

Access Control (ABAC) models, while data privacy is enhanced using zero-knowledge proofs and secure multiparty computation tech-

niques [29], [30]. Integration with existing healthcare systems (e.g., Electronic Health Records or hospital information systems) is achieved 

via standardized APIs and middleware services. Parallel to blockchain integration, the RTS-DELM module is implemented to process 

high-velocity healthcare data in real-time [31], [32]. RTS-DELM is a computationally optimized deep learning framework designed for 

rapid data analysis with minimal latency. This makes it particularly suitable for edge-level decision-making in IoMT ecosystems [33], [34]. 

The model architecture selection is guided by real-time constraints, such as minimal model complexity, high convergence speed, and 

scalability. Medical data is continuously collected from diverse sources such as wearable health monitors, body sensor networks (BSNs), 

and IoT-enabled diagnostic equipment [35,36]. This streaming data is fed into the RTS-DELM model for pre-processing, feature extraction, 

and classification. Hardware accelerators such as GPUs or FPGAs are employed to boost computational efficiency [37]. The model is 

trained using federated learning, which allows multiple institutions or devices to collaboratively learn a shared prediction model without 

exposing local data [38]. This decentralized training preserves data locality and complies with regulations such as HIPAA and GDPR. 

Differential privacy techniques are applied to ensure that individual patient identities cannot be inferred from the trained model [39,40]. 

To further strengthen the security architecture, an Intrusion Detection System (IDS) is embedded within the network layer of the system 

[41]. The IDS continuously monitors system and network logs, inspecting incoming and outgoing data packets to detect anomalies or 

known attack signatures [42]. Using machine learning-based anomaly detection, the IDS identifies patterns linked to unauthorized access 

attempts, denial-of-service (DoS) attacks, data breaches, and other threats [43], [44]. The NSL-KDD dataset is used to train and test the 

IDS component. It includes labelled data capturing various forms of legitimate and malicious network activity [45]. The dataset is pre-

processed to normalize attributes, remove noise, and select relevant features for model training [46]. Each network connection is catego-

rized into one of several attack classes (e.g., R2L, U2R, Probe, DoS), and the system learns to differentiate between normal and malicious 

behaviour in real-time. Fig. 2 shows the Federated Learning 

Parkinson's Disease Dataset: This dataset contains comprehensive clinical information, including demographic data, medical histories, 

diagnostic scores, and symptom progression indicators. It is used for training and evaluating the RTS-DELM model’s ability to predict and 

monitor neurological disorders. 

NSL-KDD Dataset: A benchmark dataset widely adopted in cybersecurity research for evaluating intrusion detection systems. It includes 

a variety of network traffic features (e.g., IP addresses, protocol types, port numbers) and classifies each instance as normal or under attack 

[47]. The datasets are divided using a stratified sampling approach—70% of the data is allocated for training, and the remaining 30% is 

split between validation and testing sets [48]. The model's performance is assessed using a diverse set of evaluation metrics, including 

Accuracy, Sensitivity (Recall), Specificity, Precision (PPV) –Negative Predictive Value (NPV), True Positive Rate (TPR), and True Neg-

ative Rate (TNR), Miss Rate. By harmoniously combining federated learning, blockchain, RTS-DELM, and IDS functionalities, the pro-

posed framework achieves a robust, intelligent healthcare infrastructure.  This comprehensive approach aligns with the principles of 

healthcare 5.0—delivering intelligent, data-driven, secure, and patient-centric medical care that adapts to the rapidly evolving digital health 

landscape. 

 



248 International Journal of Basic and Applied Sciences 

 
Table 1: Metrics Insights to the Performance of the RTS-DELM-Based System 

Client Accuracy Sensitivity Specificity Negative Predictive Value False Positive Rate False Discovery Rate False Negative Rate 

1 0.94 0.88 0.88 0.96 0.04 0.11 0.12 
2 0.92 0.85 0.85 0.94 0.06 0.15 0.15 

3 0.96 0.92 0.92 0.97 0.03 0.08 0.19 

 
Table 2: Metrics Insights to the Performance of Intrusion Detection 

Client Accuracy Sensitivity Specificity Negative Predictive Value False Positive Rate False Discovery Rate False Negative Rate 

1 93.75 98.25 82.61 95.25 17. 39 6.67 1.75 
2 94.72 98.95 84.07 96.94 15.93 6 1.05 

3 96.10 97.50 90.20 95.80 9.80 7.50 2.50 

3. Results and discussions 

This section presents the evaluation of the proposed RTS-DELM-based federated learning system deployed across three client environ-

ments. The performance is analysed based on multiple metrics, including accuracy, sensitivity, specificity, false positive rate (FPR), false 

discovery rate (FDR), false negative rate (FNR), and negative predictive value (NPV). The outcomes provide a comprehensive view of the 

system's efficacy in both health condition prediction and intrusion detection tasks. Tables 1 and 2 summarize the quantitative results, while 

Fig. 3 offers a visual comparison of key performance indicators. The performance of the RTS-DELM model on healthcare data is evaluated 

independently for each client. The model exhibits varying degrees of effectiveness, shaped by differences in local data distributions and 

federated training dynamics. Client 1 achieves an accuracy of 94%, indicating strong overall performance. It demonstrates sensitivity and 

specificity values of 88%, reflecting a balanced ability to correctly identify both positive and negative cases. A low false positive rate of 

4% and a high NPV of 96% further underline the model’s strength in correctly ruling out non-critical instances. These metrics collectively 

suggest that Client 1 effectively minimizes false alarms while maintaining reliability in its diagnostic predictions. Client 2 records a slightly 

lower accuracy of 92%, with both sensitivity and specificity at 85%. While still robust, this balanced performance is accompanied by a 

false positive rate of 6% and a false discovery rate of 15%, indicating a modestly higher incidence of incorrect alerts compared to Client 

1. Nonetheless, the model maintains a strong NPV, ensuring dependable identification of negative outcomes. Client 3 emerges as the top 

performer, with the highest accuracy at 96%, and superior sensitivity and specificity, both at 92%. These results suggest an optimal balance 

between correctly identifying diseased and non-diseased cases. However, a false negative rate of 19% raises concerns about missed positive 

cases, which may be attributed to localized data imbalances or edge-case variability in input features. These comparative outcomes, as 

presented in Table 1, provide critical insight into how the RTS-DELM model performs under different real-world client scenarios in health 

prediction tasks. In the context of cybersecurity, the RTS-DELM model was assessed for its capacity to detect intrusions within the system 

network using the NSL-KDD dataset. Each client was evaluated independently to reflect variations in traffic patterns and attack profiles. 

Client 1 achieves an accuracy of 93.75%, with an impressive sensitivity of 98.25%, indicating high effectiveness in detecting actual threats. 

However, a moderate specificity of 82.61% and a relatively high false positive rate of 17.39% suggest susceptibility to generating false 

alerts, which may lead to alert fatigue or unnecessary defensive actions. Client 2 slightly surpasses Client 1 in overall performance, achiev-

ing an accuracy of 94.72%. It boasts the highest sensitivity among all clients at 98.95%, making it highly reliable for threat detection. 

Furthermore, with a specificity of 84.07% and a lower false positive rate of 15.93%, it demonstrates a more favourable trade-off between 

detection and false alarms. The false discovery rate of just 6% further strengthens its operational credibility. Client 3, once again, stands 

out with the highest accuracy at 96.10% and a superior specificity of 90.20%, indicating the model’s excellence in identifying benign traffic 

and minimizing false positives (FPR = 9.80%). Although its sensitivity is slightly lower at 97.50%, the trade-off is justified by its reliability 

in discriminating normal from malicious behaviour. All clients demonstrate NPV values above 95%, ensuring dependable identification of 

non-threat events. Table 2 summarizes these metrics, while Figure 3 visually represents the comparative client performance. The results 

affirm that the model retains high generalizability and accuracy across varying network environments, with Client 3 presenting the most 

favourable balance of detection and reliability. 

The overall results validate the efficacy of the RTS-DELM-based federated architecture for both clinical and security use cases. The fed-

erated learning approach enables clients to benefit from collective learning without compromising local data privacy, while the blockchain 

integration ensures secure and auditable data exchange. In healthcare monitoring, the model proves adept at early disease detection and 

risk assessment, although further enhancements in reducing false negatives (especially in Client 3) may improve patient safety in critical 

scenarios. In intrusion detection, the system exhibits excellent sensitivity and predictive performance, with manageable false positive rates. 

The deployment of IDS within the federated framework ensures a proactive cybersecurity shield without centralizing sensitive logs or 

compromising data integrity. The disparity in performance across clients highlights the importance of data quality, feature diversity, and 

localized training dynamics. Adaptive learning rate strategies and personalized federated updates could further enhance model consistency 

across heterogeneous environments. 
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Fig. 3: Performance Metrics of Different Clients. 

4. Conclusion 

This study presents a comprehensive evaluation of a secure Healthcare 5.0 system built upon the Real-Time Deep Extreme Learning 

Machine (RTS-DELM) framework, integrated with federated learning and blockchain technologies. The results underscore the robustness 

and adaptability of the proposed approach in effectively addressing dual objectives: proactive healthcare monitoring and real-time intrusion 

detection across distributed client environments. Through rigorous experimentation using heterogeneous datasets—including clinical data 

for Parkinson’s disease prediction and the NSL-KDD dataset for network intrusion detection—the system demonstrated consistently high 

performance. Metrics such as accuracy, sensitivity, specificity, and negative predictive value affirm the model’s reliability in detecting 

both health-related anomalies and malicious network behaviours. While performance varied slightly across clients due to differing data 

distributions and system contexts, the system maintained overall integrity, exhibiting low false detection rates and high predictive precision. 

These findings highlight the critical importance of client-specific customization in federated learning-based systems, particularly within 

complex and sensitive domains such as healthcare. Moreover, the integration of blockchain enhances data security, transparency, and 

integrity, an essential feature for maintaining trust and compliance in digital health ecosystems. Importantly, this research demonstrates 

the feasibility of deploying intelligent, privacy-preserving AI solutions in real-world healthcare infrastructures without compromising pa-

tient confidentiality or data sovereignty. The RTS-DELM-based architecture not only enables real-time, decentralized decision-making but 

also aligns with the emerging demands of the industry 4.0 and Healthcare 5.0 paradigms. Moving forward, future work should focus on 

the continual refinement of the RTS-DELM model to further improve its adaptability, scalability, and resilience against evolving cyberse-

curity threats. Exploration into adversarial robustness, personalized federated learning, and adaptive consensus protocols will be essential 

to strengthen the system’s performance in increasingly dynamic and heterogeneous environments. In summary, the proposed system rep-

resents a significant step toward building a secure, intelligent, and decentralized healthcare infrastructure capable of withstanding modern 

cyber challenges while promoting proactive, patient-centered care in the digital age. 
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