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Abstract 
 

In this paper endeavors to submit reliability (R) of a special (2+1) stress-strength Cascade model for Weibull distribution. Expressions 

for the model reliability are obtained when the strength and stress are weibull random variables with known shape and unknown scale 

parameters. Four different methods (ML, Mo, LS and WLS) are used to estimate the reliability and make a comparison between them in 

simulation study with program made by MATLAB 2016 using criterion MSE, where it found that the best estimator between the four 

estimators was ML. 
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1. Introduction 

In a standby system, that the system with standby the redundancy. 

There are number of the components only one of them works and 

other remains as standby. The Cascade reliability model is the 

special type of Strength-Stress model. 

Consider a special (2+1) Cascade model with components A, B 

and C. where the two components A and B are activated and the 

component C acting as a standby component. Let 'X1', 'X2' denote 

the strengths of component (A & B) respectively and let ' Y1’,'Y2' 

denote the corresponding stress behaves on them. Here, if failure 

of any component from the active components A or B the standby 

component C is activated. let 'X3' be the strength of the component 

C and let 'Y3' be the stress behaves on it. Here, the component C 

will the function with modified the strength X3=mX1 (mX2) and 

will be influenced by the stress Y3=kY1 (kY2). Here, 'k' and 'm' 

denote the stress attenuation factor and strength attenuation factor 

respectively such that 𝑘>1 and 0<𝑚<1. 

Gogoi and Borah (2012) [1] deals with the strength vs. stress 

problem incorporating multi-components system viz. standby 

redundancy. Sundar (2012) [5] endeavors to present the reliability 

of an n-cascade system, whose strength and stress distributions are 

Weibull. Uma Maheswari and Swathi (2013) [6] discussed that 

reliability of n- cascade system when stress follows mixed expo-

nential distribution and strength follows exponential distribution. 

Umamaheswari and Swathi (2013) [7] deals with the generalized 

exponential distribution with cascade system. Sandhya and 

Umamaheswari (2013) [3] they work a multi the component 

standby system of strength-stress model is considered to find reli-

ability, the reliability has been derived when strength-stress follow 

exponential distribution and the mixture of two exponential distri-

butions. Singh (2013) [4] considered system reliability of n-

cascade system with strength following exponential distribution 

and stress following normal distribution. Mutkekar and Munoli 

(2016) [7] study endeavors to provide the statistical inference for a 

(1+1) the cascade system for exponential distribution under com-

mon effect of strength-stress attenuation factors. 

The main aim of this paper is to discuss derivation of mathemati-

cal formula of the reliability in special (2+1) Cascade model with 

strength-stress for weibull distribution by using ML, MO, LS and 

WLS methods and comparison the results of estimation methods 

by using the mean square error that will get from the simulation 

study. 

2. The model reliability 

Let the strength- stress random variables of the three components 

(two basic and one standby) to be Xi; i=1,2,3 and Yi; i=1,2,3 re-

spectively are independently and identically distributed Weibull 

with scale parameter βi; i=1,2,3 and scale parameter μj; j=1,2,3 

and common shape parameter α. 

The CDF of W(α, β) is: 

 

F(x) = 1 − e−βxα
      x > 0; α, β > 0                                            (1) 

 

The PDF of W(α, β) is: 

 

f(x) = αβ xα−1 e−βxα
 x > 0; α, β > 0                                           (2) 

 

The real reliability function for the (2+1) cascade model is given 

by: 

R = p[X1 ≥ Y1, X2 ≥ Y2] + p[X1 < Y1, X2 ≥ Y2, X3 ≥ Y3]  
 

       +[X1 ≥ Y1 + X2 < Y2, X3 ≥ Y3]  
 

R = R1 + R2 + R3                                                                         (3) 

 

R1 = p[X1 ≥ Y1, X2 ≥ Y2]  
 

     = ∫ [Fx1
(y1)]g(y1)dy1 ∫ [Fx2

(y2)]g(y2)dy2
∞

0

∞

0
  

 

Then will get as 

 

R1 = [
μ1

β1+μ1
] [

μ2

β2+μ2
]                                                                      (4) 

 

For R2 will begin as:  
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R2 = p[X1 < Y1, X2 ≥ Y2, X3 ≥ Y3]  
 

     = p[X1 < Y1, mX1 ≥ kY1]p[X2 ≥ Y2]  
 

Where 

 

p[X2 ≥ Y2] = ∫ [Fx2
(y2)]g(y2)dy2

∞

0
= [

μ2

β2+μ2
]  

 

And 

 

p[X1 < Y1, mX1 ≥ kY1] = ∫ [Fx1
(y1)] [Fx1

(
k

m
y1)] g(y1)dy1

∞

0
  

 

       = ∫ [1 − e−β1y1
α1

] [e−β1(
k

m
y1)α1

]
∞

0
α1μ1y1

α1−1e−μ1y1
α1

dy1  

  

 

        =[
β1μ1

((
k

m
)

α1
β1+μ1)(β1+(

k

m
)

α1
β1+μ1)

] 

 

So 

 

R2 = [
β1μ1

((
k

m
)

α1
β1+μ1)(β1+(

k

m
)

α1
β1+μ1)

] [
μ2

β2+μ2
]                                  (5) 

 

Similarly for R3: 

 

R3 = [X1 ≥ Y1 + X2 < Y2, X3 ≥ Y3]  
 

= [
μ1

β1+μ1
] [

β2μ2

((
k

m
)

α2
β2+μ2)(β2+(

k

m
)

α2
β2+μ2)

]                                 6) 

 

Substitution (4), (5) and (6) in (3) say; R 

 

R = [
μ1

β1+μ1
] [

μ2

β2+μ2
] + [

β1μ1

((
k

m
)

α1
β1+μ1)(β1+(

k

m
)

α1
β1+μ1)

] [
μ2

β2+μ2
]   

        + [
μ1

β1+μ1
] [

β2μ2

((
k

m
)

α2
β2+μ2)(β2+(

k

m
)

α2
β2+μ2)

]                               (7)                    

3. The model reliability estimation 

3. 1. Maximum likelihood estimation method (ML) 

Let Xi ; i=1,2,3 strength random sample have W(α, β) distribution 

with the sample size n, where α is known shape parameter and β is 
unknown scale parameter, then the maximum likelihood function 

L; the probability joint function; with general form will be as: 

 

L(x1 , x2, … xn, α, β) = (αβ)n ∏ xi
α−1n

i=1 e−β ∑ xi
αn

i=1                        (8) 

 

Taken the natural logarithm for function in the equation (8): 

 

LnL = nLnα + nLnβ + (α − 1) ∑ ln xi
n
i=1 − β ∑ xi

αn
i=1                 (9) 

 

Taken the partial derivative to equation (9) with respect of un-

known parameter β, then we get: 

 
∂ ln L

∂β
=

n

β
− ∑ xi

αn
i=1                                                                       (10) 

 

Equating the equation (10) to zero, then the maximum likelihood 

estimator for β: 

β̂(ML) =
n

∑ xi
αn

i=1

                                                                             (11) 

 

And let X1i1
; i1 = 1, 2, … , n1  X2i2

; i2 = 1, 2, … , n2  and X3i3
; i3 =

1, 2, … , n3 strength random samples from W(α1, β1) , W(α2, β2) 

and  W(α3, β3) , with samples size  n1 , n2and n3  respectively 

where β1, β2and β3 are unknown parameters: 

 

β̂ξ(ML) =
nξ

∑ x
ξiξ

αξnξ
iξ=1

 , ξ = 1,2,3                                                      (12) 

 

For the stress random variables the ML estimator for unknown 

parameters μ1, μ2and μ3 will be as: 

 

μ̂ξ(ML) =
mξ

∑ y
ξjξ

αξmξ
jξ=1

 , ξ = 1,2,3  

 

Substitution (11) and (12) in (7) the ML estimator for reliability 

say; R̂(ML) ; invariability will be as: 

 

R̂(ML) = [
μ̂1(ML)

β̂1(ML)+μ̂1(ML)
] [

μ̂2(ML)

β̂2(ML)+μ̂2(ML)
]  

 

            + [
β̂1(ML)μ̂1(ML)

((
k

m
)

α1
β̂1(ML)+μ̂1(ML))(β̂1(ML)+(

k

m
)

α1
β̂1(ML)+μ̂1(ML))

] [
μ̂2(ML)

β̂2(ML)+μ̂2(ML)
]  

 

            + [
μ̂1(ML)

β̂1(ML)+μ̂1(ML)
] [

β̂2(ML)μ̂2(ML)

((
k

m
)

α2
β̂2(ML)+μ̂2(ML))(β̂2(ML)+(

k

m
)

α2
β̂2(ML)+μ̂2(ML))

]            

(14) 

3.2. Moment estimation method (Mo) 

In the method of moment first step we need the mean population 

of W(α, β): 

 

E(x) =  
1

β
1
α

Γ (1 +
1

α
)                                                                 (15) 

 

Second step equating the mean sample with corresponding mean 

population, then we get the unknown scale parameter β moment 

estimators 

 
∑ xi

n
i=1

n
=

1

β
1
α

Γ (1 +
1

α
)                                                                 (16) 

 

Then we get the moment estimator of β is: 

 

β̂(Mo) = [
Γ(1+

1

α
)

x̅
]

α

                                                                      (17) 

 

Will get as 

 

β̂ξ(Mo) = [
Γ(1+

1

αξ
)

x̅ξ
]

αξ

, ξ = 1,2,3                                                 (18) 

 

And 

 

μ̂ξ(Mo) = [
Γ(1+

1

αξ
)

y̅ξ
]

αξ

, ξ = 1,2,3                                                 (19) 

Substitution (17) and (18) in (7) estimator for reliability say; 

R̂(Mo) ; approximately will be as: 

 

R̂(Mo) = [
μ̂1(Mo)

β̂1(Mo)+μ̂1(Mo)
] [

μ̂2(Mo)

β̂2(Mo)+μ̂2(Mo)
]  

 

           + [
β̂1(Mo)μ̂1(Mo)

((
k

m
)

α1
β̂1(Mo)+μ̂1(Mo))(β̂1(Mo)+(

k

m
)

α1
β̂1(Mo)+μ̂1(Mo))

] [
μ̂2(Mo)

β̂2(Mo)+μ̂2(Mo)
]  

 

           + [
μ̂1(Mo)

β̂1(Mo)+μ̂1(Mo)
] [

β̂2(Mo)μ̂2(Mo)

((
k

m
)

α2
β̂2(Mo)+μ̂2(Mo))(β̂2(Mo)+(

k

m
)

α2
β̂2(Mo)+μ̂2(Mo))

]  

(20) 
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3. 3. Least square estimation method (LS) 

We can use method of least square for estimate the parameters of 

the Weibull distribution by minimizing equation: 

 

S = ∑ [F(X(i)) − E(F(X(i)))]
2n

i=1                                              (21) 

 

Where E(F(X(i))) equal to the plotting position Pi, and Pi =
i

n+1
 

Taking natural logarithm to the (1 − Pi) = e−βx(i)
α

 we get: 

 

ln(1 − Pi) +  βx(i)
α = 0                                                             (22) 

 

Substitution (22) in (21) we get: 

 

S = ∑ [ln(1 − Pi) +  βx(i)
α ]

2n
i=1                                                   (23) 

 

Deriving (23) with respect to the unknown scale parameter β and 

equating result to the zero, then we will get: 

 
∂S

∂β
= ∑ 2[ln(1 − Pi) +  βx(i)

α ]x(i)
αn

i=1   

 

∑ x(i)
α ln(1 − Pi) +n

i=1 β ∑ x(i)
2αn

i=1 = 0                                       (24) 

 

Then we get the estimator of β is: 

 

β̂(LS) =
− ∑ x(i)

α ln(1−Pi)
n
i=1

∑ x(i)
2αn

i=1

                                                             (25) 

 

Will get as 

 

β̂ξ(LS) =

− ∑ x
ξ

(iξ)

αξ
ln(1−Piξ

)
nξ
iξ=1

∑ x
ξ

(iξ)

2αξnξ
iξ=1

 , ξ = 1,2,3                                   (26) 

 

And 

 

μ̂ξ(LS) =

− ∑ y
ξ

(jξ)

αξ
ln(1−Pjξ

)
nξ
jξ=1

∑ y
ξ

(jξ)

2αξnξ
jξ=1

 , ξ = 1,2,3                                  (27) 

 

Where Pj =
j

m+1
, j = 1,2, … , m 

 

Substitution (26) and (27) in (7) estimator for reliability say; R̂(LS) 

; approximately will be as: 

 

R̂(LS) = [
μ̂1(LS)

β̂1(LS)+μ̂1(LS)
] [

μ̂2(LS)

β̂2(LS)+μ̂2(LS)
]  

 

          + [
β̂1(LS)μ̂1(LS)

((
k

m
)

α1
β̂1(LS)+μ̂1(LS))(β̂1(LS)+(

k

m
)

α1
β̂1(LS)+μ̂1(LS))

] [
μ̂2(LS)

β̂2(LS)+μ̂2(LS)
]  

 

         + [
μ̂1(LS)

β̂1(LS)+μ̂1(LS)
] [

β̂2(LS)μ̂2(LS)

((
k

m
)

α2
β̂2(LS)+μ̂2(LS))(β̂2(LS)+(

k

m
)

α2
β̂2(LS)+μ̂2(LS))

]        (28) 

3. 4 Weighted least square estimation method (WLS) 

We can use method of weighted least squares estimators of the 

Weibull distribution by minimizing the following equation: 

 

S = ∑ wi [F(x(i)) − E (F(x(i)))]
2

n
i=1                                         (29) 

 

Where wi =
1

Var[F(xi)]
=

(n+1)2(n+2)

i(n−i+1)
, i = 1,2, … , n  

 

As in equation (22) we get: 

 

S = ∑ wi[ln(1 − Pi) +  βx(i)
α ]

2n
i=1                                              (30) 

 

Deriving (30) with respect to the scale parameter β and equating 

result to the zero, then we will get: 

 
∂S

∂β
= ∑ 2wi[ln(1 − Pi) +  βx(i)

α ]x(i)
αn

i=1   

 

∑ wix(i)
α (1 − Pi) +n

i=1 β ∑ wix(i)
2αn

i=1 = 0                                    (31) 

 

Then we get the estimator of β is: 

 

β̂(WLS) =
− ∑ wix(i)

α ln(1−Pi)n
i=1

∑ wix(i)
2αn

i=1

                                                         (32) 

 

Will get as 

 

β̂ξ(WLS) =

− ∑ wiξ
x

ξ
(iξ)

αξ
ln(1−Piξ

)
nξ
iξ=1

∑ wiξ
x

ξ
(iξ)

2αξnξ
iξ=1

 , ξ = 1,2,3                             (33) 

 

And 

 

μ̂ξ(WLS) =

− ∑ wjξ
y

ξ
(jξ)

αξ
ln(1−Pjξ

)
nξ
jξ=1

∑ wjξ
y

ξ
(jξ)

2αξnξ
jξ=1

 , ξ = 1,2,3                            (34) 

 

Where wj =
1

Var[G(y(j))]
=

(m+1)2(m+2)

j(m−j+1)
, j = 1,2, … , m 

 

Substitution (33) and (34) in (7) estimator for reliability say;  

R̂(WLS); approximately will be as: 

 

R̂(WLS) = [
μ̂1(WLS)

β̂1(WLS)+μ̂1(WLS)
] [

μ̂2(WLS)

β̂2(WLS)+μ̂2(WLS)
]  

 

        + [
β̂1(WLS)μ̂1(WLS)

((
k

m
)

α1
β̂1(WLS)+μ̂1(WLS))(β̂1(WLS)+(

k

m
)

α1
β̂1(WLS)+μ̂1(WLS))

] [
μ̂2(WLS)

β̂2(WLS)+μ̂2(WLS)
]  

 

       + [
μ̂1(WLS)

β̂1(WLS)+μ̂1(WLS)
] [

β̂2(WLS)μ̂2(WLS)

((
k

m
)

α2
β̂2(WLS)+μ̂2(WLS))(β̂2(WLS)+(

k

m
)

α2
β̂2(WLS)+μ̂2(WLS))

]  

 

                  (35) 

4. Estimators comparison 

The simulation study will be advanced to show estimators behav-

ior of R by different four estimation methods then compare results 

by using the statistical criteria mean square error (MSE). The sim-

ulation study is repeated (10000) times to obtain independent the 

samples of different sizes. 

4. 1. Generating random variables 

Let U be a random variable with the uniform distribution in (0, 1) 

then data for the Weibull distributions can be generated by adop-

tion of the inverse transformation for the CDF where if: 

 

U = F(X) → X = F−1(U)  

 

Then 

 

X = (−
1

β
ln(1 − U))

1

α
 

 

Xiξ
= (−

1

βiξ

ln (1 − Uiξ
))

1

αiξ
 ; i = 1,2, … , nξ; ξ = 1,2,3  
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And 

 

 Yjξ
= (−

1

μjξ

ln (1 − Ujξ
))

1

αjξ
 j = 1,2, … , mξ; ξ = 1,2,3   

4. 2. Simulation study 

The simulation program is written by using the MATLAB 2016 to 

make the comparison between the reliability estimators, which can 

be described through following the steps: 

1) A random samples x11 , x12, … , x1n1
 , x21, x22 , … , x2n2

 , and 

y11, y12, … , y1m1
 , y21, y22, … , y2m2

 of sizes 

 

(n1, n2, n1, n2 ) = (10,10,10,10),(25,25,25,25), (75,75,75,75) and 

(10,25,75, 75) are generated from Weibull distributions. 

 

2) The real parameters values are selected for 6 experi-

ments (α1, α2, β1, β2, μ1, μ2) in table (1) 

 
Table 1: The Parameters Values 

Exp. k m α1 α2 β1 β2 μ1 μ2 R 

1 2 0.2 2 2 2 2 2 2 0.3648 

2 2 0.2 2 2 3 3 2 2 0.1601 

3 1.6 0.4 2 2 3 3 2 2 0.1618 

4 1.6 0.4 2 2 2 2 3 3 0.3656 

5 1.1 0.9 2 2 2 2 3 3 0.5105 

6 1.1 0.9 4 4 3 3 3 3 0.3231 

 

3) The parameters β1, β2, μ1, μ2  are estimated by (ML, MO, 

LS, and WLS) as in the equations: (12), (13), (18), (19), 

(26), (27), (33) and (34) respectively. 

4) The estimation of R is estimated as in the equations: (14), 

(20), (28) and (35). 

5) Compute the mean by the equation: 

 

 Mean =
∑ R̂i

L
i=1

L
  

 

6) After finding estimators in previous steps, at this step the 

comparison between the four estimation methods, is done 

by using the Mean square error. 

 

The formula is: MSE(R̂) =
1

L
∑ (R̂i − R)2L

i=1   

4. 3. Simulation models 

After applying the previous steps of R for sample size 
(n1, n2, m1, m2) = a, b, c and d  where a = (10,10,10,10) , b =
(25,25,25,25),c = (75,75,75,75) and d = (10,25,75,75) respec-

tively for table values (1): 

 

 

Fig. 1: Represent the Mean of (ML, MO, LS, WLS) Estimators. 

 
Table 2: The MSE Values for Experiment (1) 

Simple size ML Mo LS WLS 

a 0.0060 0.0066 0.0067 0.0074 

b 0.0025 0.0027 0.0031 0.0041 

c 0.0008 0.0009 0.0010 0.0020 
d 0.0026 0.0028 0.0035 0.0043 

 
Table3: The MSE Values for Experiment (2) 

Simple size ML Mo LS WLS 

a 0.0039 0.0041 0.0045 0.0050 

b 0.0015 0.0016 0.0018 0.0024 
c 0.0004 0.0005 0.0006 0.0012 

d 0.0015 0.0017 0.0022 0.0027 

 
Table 4: The MSE Values for Experiment (3) 

Simple size ML Mo LS WLS 

a 0.0039 0.0042 0.0045 0.0051 

b 0.0015 0.0017 0.0019 0.0026 

c 0.0005 0.0007 0.0006 0.0013 

d 0.0016 0.0017 0.0023 0.0028 

 
Table 5: The MSE Values for Experiment (4) 

Simple size ML Mo LS WLS 

a 0.0083 0.0089 0.0095 0.0106 
b 0.0035 0.0038 0.0042 0.0057 

c 0.0011 0.0012 0.0014 0.0029 

d 0.0037 0.0040 0.0046 0.0057 

 
Table 6: The MSE Values for Experiment (5) 

Simple size ML Mo LS WLS 

a 0.0128 0.0139 0.0144 0.0160 

b 0.0053 0.0057 0.0065 0.0087 

c 0.0017 0.0019 0.0022 0.0044 
d 0.0060 0.0063 0.0069 0.0086 

 
Table 7: The Msevalues for Experiment (6) 

Simple size ML Mo LS WLS 

a 0.0097 0.0116 0.0110 0.0122 

b 0.0041 0.0050 0.0049 0.0066 
c 0.0014 0.0017 0.0017 0.0034 

d 0.0043 0.0052 0.0056 0.0068 

5. Conclusions 

These conclusions are made according to simulation results that 

have been compared in the previous steps: 

A. From table (1) we concluded the following: 

1) When the value of the common shape parameter  α  is         

increases, the reliability is decreases. 

2) When the value of the scale parameter β is increases, the 

Reliability is decreases. 

3) When the value of scale parameter μ  is increases, the         

Reliability is increases. 

4) When the value of the 
k

m
 decreases (where '𝑚' and '𝑘' denote 

the strength attenuation factor and the stress attenuation   

factor) the Reliability is increases. 

 

B. The best estimation method of MSE for R: 

 
Sample size and parameters value Best method 

For (n1, n2, m1, m2) = (10,10,10,10), (25,25,25,25),  

(75,75,75,75), and (10,25,75,75) when 

(α1, α2, β1, β2, μ1, μ2) = (2,2,2,2,2,2), (2,2,3,3,2,2)  

for k = 2, m = 0.2 

(α1, α2, β1, β2, μ1, μ2) = (2,2,3,3,2,2), (2,2,2,2,3,3)  

for k = 1.6, m = 0.4 and  

(α1, α2, β1, β2, μ1, μ2) = (2,2,2,2,3,3), (4,4,3,3,3,3) 

for k = 1.1 , m = 0.9  

ML 
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