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Abstract

We introduce a new four parameter continuous model, called the Kumaraswamy compound Rayleigh (KwCR) distribution that extends
the compound Rayleigh distribution. We study some mathematical properties of this distribution such as; mean, variance, coefficient of
variation, quantile function, median, ordinary and incomplete moments, skewness, kurtosis, moment and probability generating functions,
reliability analysis, Lorenz, Bonferroni and Zenga curves, Rényi of entropy, order statistics and record statistics. We consider the meth-
ods of moments and maximum likelihood for estimating the model parameters.
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1. Introduction

The compound Rayleigh distribution plays a vital role for
modelling and analysis in different areas of statistics including
reliability study and life time data espically in biological and
medical science. In the last couple of decades, statisticans have
much attention to study this distribution. Abushal [1] applied the
maximum likelihood and Bayes approches to estimate parameters,
reliability and hazard functions of compound Rayleigh distribution
based on progressive first-failure censord data. Shajaee et al. [2]
obtained the empirical Bayes estimates for parameter and
reliability function assciated to compound Rayleigh distribution
under record data. Barot and Patal [3] compared the maximum
likelihood and Bayes estimates of the reliability parameters
corresponding to compound Rayleigh distribution under
progressive type-ii censored data. Abd-Elmougod and Mahmoud
[4] studied the compound Rayleigh distribution with constant
partially accelerated life tests under an adaptive type-ii
propgressive hybrid censored data.

The random variable X with compound Rayleigh distribution
(CR) distribution has the cumulative distribution function (cdf)
given by

GX:;a,B)=1-p(f+x°)°, x>0, a, >0 1)

where g and o are the scale and shape parameters respectively.
The probability density function (pdf) corresponding to Eq. (1)
takes the form

g(x;a, B)=2apx(B+x°)"“?, x>0a B>0 2)
This study aims to propose a new distribution so called,

Kumaraswamy compound Rayleigh (KwCR) distribution and
investigate some of its statistical properties. The model parameters

of the new model are estimated by using the moments and
maximum likelihood approaches.

The rest of this paper is as follows. In Section 2, we define the
Kumaraswamy compound Rayleigh (KwCR) distribution and
obtain some corresponding reliability functions . The limit of the
KwCR distribution is studied in Section 3. The expansion of the
KwCR distribution is discussed in Section 4. In Section 5, some
mathematical properties of the new distribution are discussed. The
moments and maximum likelihood estimates are derived in
Section 6. Some concluding remarks have been given in the last
Section.

2. The KwCR distribution

In this section, we present the Kumaraswamy compound Rayleigh
distribution and its sub-models. Some reliability functions corre-
sponding to this distribution are also discussed.

Let G(x) be the cdf of any random variable X . Cordeiro and
Castro [5] introduced a new procedure for building a new distribu-
tion from G(x) known as the Kw generalized (Kw-G) distribution
given by

F()=1-{1-[6 )]} ®3)

Where a>0 andare two additional shape parameters for b >0
the F distribution. The corresponding pdf for Eq.(3) is given by

b-1

f (x) =abg ()[G () {1-[6 )] | (4)

Where g(x)=0G(x)/ox is the baseline density function. Replac-
ing Eq. (1) in Eq. (3), we obtain a new distribution, called the
Kumaraswamy compound Rayleigh (KwCR) distribution with cdf
given from
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F(X;a,,b’,a,b):17{1,[17ﬁa(ﬂ+xz),“]a} -
The pdf corresponding to Eq. (5) is given by

t (e fab)=2eba fx (f+x7) 1= (p+x7) |

x{l—[l—ﬂ”(ﬁerz)’aT} (6)

For x >0, >0, f>0,a>0 and b >0.

For the reliability analysis, the reliability function, hazard R(x)
function h(x), inverse hazard function h, (x)and cumulative haz-
ard function H(x) for the KwCR distribution are given respec-
tively from

R(x):17F(x>:{1{17ﬂ“(ﬂ+xZ)’"T}hv @
0= ) =2 x (pox) L pr(pex) T
x{l—[l—ﬂ”(ﬂ+xz)’"}a} o (8)
h,(x):%:Zabaﬁ“x (B+x*) " K[1-p(prx) ]
x{l—[l_ﬁa (ﬁ+x2)7”T} o
x[l—{l—[l_ ﬁa(mxz)’“}a}by ©)
And
H(x)=-InR(x)

:—In{l—[l—,b’" (ﬁ+x2)"‘ﬂb

(10)

2.1. Sub-models

The following distributions can be obtained as special cases of the
KwCR distribution:
1) If a=b=1 Eq. (6) reduces to the compound Rayleigh dis-
tribution, CR(«, B ).
2) When a=b=a=1 Eq. (6) represents the compound Ray-
leigh distribution, CR(1, 8 ).
3) Setting a=b =g =1, the KWCR distribution is reduced to the
Burr-XI1 distribution, BXII( «,2).
4) Suppose a=b=a=p=1 then we obtain the Burr-XII dis-
tribution, BXI1(12).

3. The limit of the KwCR distribution

The limit of the Kumaraswamy compound Rayleigh distribution
when x -0 is 0 and when x — is 0. We can show this by
taking the limit of Eq. (6) as follows:

lim f (x) =(lim2abaB* ) (limx ) (lim(B+x°)“™)

X(|!m|:1_ﬂ"(ﬂ+x 2)’”:r71)(|xim{l—|:l—,8u(ﬁ+x Z)iajr}m)=0

Because limx =0 and lim[1-g“(8+x?)“] =0.
Similarly, replacing x —oo in above, we obtain

limf (x)=0

Because lim(8+x*)“* =0 and ('!m{lf[lfﬂ“(ﬁ”z)’aﬂbl)zo

L
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Fig. 1: The pdf of The KwCR distribution for different values of the
parameters.
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Fig. 1: The cdf of The KwCR distribution for different values of the
parameters.

4. Expansion for the KwCR distribution

We can expand the cdf and pdf corresponding to KwCR
distribution in terms of an infinite (or finite) weighted sums of cdf
's and pdf 's of random variables having CR distributions
respectively. For c is real non-integer, then we have the series
representation

(1—v)ﬂ=§(-1)'[?]vl,p\<1 (11)

Therefore, the cdf of KwCR distribution can be expressed as
follows:

F(x;a, f.ab)=1- 2 z,,G(x;ai,p) (12)
Where

()T + )@ +1)
TN - + )T (@ —i +1)

And G (x;ai,p)=1-G(x;ai,p) , G(x;ci,p) deotes the cdf of CR
distribution with parameters «i and 8. If a and b are integers,
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then the summations in Eq. (12) are stoped at b and g

respectively.
Likewise, we can rewrite; the pdf of the KwCR distribution in Eq.
(6) as follows:

f (x;a, B,a,b) = zw H (x;a(j +h +1), 8) (13)

Where

S (-1)""T(@) () (ai +1)ab
1T vh+D)jtithiT(@— )b —i)(a —h +1)

And H (x;a(j +h+1),5) deotes the pdf of CR distribution with
parameters «(j +h+1)and 8. Also, if a and b are integers, then
the summations in Eq. (13) are stoped at a,b and ai respectively.

5. Mathematical properties

In this section, we discuss some mathematical properties of the
proposed distribution such as; quantile function, ordinary and
incomplete moments, coefficient of variation, skewness, kurtosis,
median, moment and probability generating functions, Lorenz,
Bonferroni and Zenga curves, Rényi of entropy, order statistics
and record statistics.

5.1. Quantile function and simulation

The quantile function of the KwCR distribution, say
Q(u)=F*(w) random variable can be obtained by inverting Eq.
(5) as

Q) ={/{{1—[1_(1_u * T}’”“}—l}m (14)

Simulating the KwCR random variable is straightforward. If U is
a uniform variate on the interval (0,1), then the random variable
X =Q) follows Eqg. (6). Based on Eqg. (14), we can deduct that

the median m of X is m=Q(1/2).

5.2. Ordinary moments

Suppose X is a random variable distributed according to KwCR
distribution, then the ordinary moments, , say 4/ is given by

—(a+1)

p =E(X")=2abap" | x *(f+X?)

b-1

or ooy T fm o T)
= Zaj g:uw iM(j +h +l)ﬁu(1+h+1)I X (ﬁ+X 2)—[a(J+h+1)+1]dX

—a(j+h+1)+1]
2a & . @ X2
== Zw“n(1+h+l)jx"1[l+—] dx
ﬁ jin=o 0 ﬂ

Using z =(1+x?/p) ", then we obtain
d=af” ¥ w La(i+h +1)j z R (17 )r/2 dz

=af” 3w, (i +h+DB[a(j +h+1)-r/2,r/2+1] (15)

Where g(.,.) is the beta function. Substituting r =12 in Eq. (15),
then we get the mean and variance respectively as follows:

H=ap” > w,,, (i +h+Dpla( +h+1)-12,3/2] (16)
And
V(X)= 4 —pf

=af > w,,,(j +h+Dpfa(j +h+D-12]

7a2ﬁ[ > w,,, (i +h+DB[a(j+h +1)71/2,3/2]T

jih=0

(17)
5.3. Coefficients of variation, skewness and kurtosis

The coefficients of variation, skewness and kurtosis of the KwCR
distribution are given respectively as follows:

cv-=2
Y7
S w,,, (i +h+Dpfa(j +h+1)-12]
,a[ S w,,(j +h+1)p[a( +h+1),1/2’3/2]}2
Y . (s
a” ,,;:OWH_n(J' +h+1)B[a(j +h+1)-1/2,3/2] (18)
M
W
e > w,,, (i +h+DB[a(j +h+1)-3/2,5/2]
= i.ih=0 (19)

aw{ S w,,, (i +h+DB[a(j +h +1)—1/2,3/2]}W

jih=0

And

, By w,, (j+h+Dp[a(j +h+1)-2,3]
wz: lulAz = 'lv""’U 2 (20)
(1) a{ Sw,,,(j +h+DB[a(j +h +1)—J/2,3/2]}

i h=0

5.4. Incomplete moments

Suppose X is a random variable has the KwCR distribution, then
the r" incomplete moments denoted as m, (z) can be obtained as

follows:
m (z)=[x"f (x)dx

fa(i+hs1)4]
2a & . z X
== Zwm(j+h+1)jx’”[l+—j dx
ﬁ jin=0 “ ° ﬁ

Insert w =(1+x?/) ", then we get

m(z)=aB” 3 w,, . (j+h+1) } w R (] )'/2 dw
jih=0 ( 1

122/p)
Based on the binomial expansion to the last factor, we get

& & r/2 I H ¢
m@)=ap” ¥ [l ](—1)wi‘.‘h(1+h+1) j

jih=0i (2]

W “U gy
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i

2(1/2) (Dw,, (j+h+D) et
[l ]a(j+h+1)+|—(r/2) X{l{“%} } 1)

5.5. Generating functions

01=0

The moment generating function, say M (t) of the KwCR distri-
bution can be obtained as follows:

M, () =E (") =2abap[e"x (B+x?)""

b-1

x[lfﬁ“(ﬁer Z)’"T {1{17ﬁ“ (B+x 2)’"}6} dx

~[a(j+h+1)+1]
20 & . = x?
=— ZWM(J+h+1)je“x(l+—j dx
ﬂ jin=0 ' 0 ﬂ

Using e" :;tl—xl , then we get

w nm(j +h +1)tlﬁl/2 '1[ — 1(1_2 )l/z dz

Mx(t):a“%:o |1 0

—a ¥ Mﬂ[a(j +h+1)-1/2,1/2+1]

jimi=o |1

(22)

Similarly, the probability generating function, denoted as M ,(t)
of the KwCR distribution can be derived as below

Mm(t)=E(tx)=2abaﬁ“Tt‘x ('B+Xz) (@)

b-1

Lrtoy T fr oo ]

a(i+h+1)+]
20 = . = x?
=— > w, . (j+h+]) t*x[l+—j dx
ﬁ jin=o M 2[ ﬁ
Using t* _s IUXT hen we get

=R N

w,,,(j+h+1)(Int) g

ML= § D0 12
H I i
=a i, Wlmh(J +h|+|1)(|nt) ﬁ ﬂ[a(] +h +1)—|/2,|/2+1]
(23)

5.6. Lorenz, Bonferroni and Zenga curves

The Lorenz, Bonferroni and Zenga curves have been used in dif-
ferent fields such as demography, insurance, reliability, medicine
and economics. Oluyede and Rajasooriya [6] defined the Lorenz
L.(x), Bonferroni B (F(x)) and Zenga A(x) curves respectively

as follows:

LF(x):ﬁltf (t)dt,

ftf (ydt = ==&

1 F
B (FO))=E00E 00! F(X)

And

A(x):l{M ’(X)}

M “(x)
Where M ’(x):%] tf (t)dt

1

And M*(x):l_F(X)

Jtf t)dt

Therefore, these quantities for the KwCR distribution are obtained
below

L. (x) =¥— (24)
B(F(x))= YYY (25)
And

A(x)=1- ;i (26)
Where

o ow(Y2) (D'w,,,(j +h+) NG
E ZZ[ K Ja(j FheD)+k —(yz){l_{lJ“ﬁ} '

Y,= S w, (j +h+Dpa(i +h+1)-12,3/2],

b

Y, :17{17[17& (/3+x2)’"]a} :
Y, :{17[17/}”(,B+x 2)’“T}b :

Y, = ZW](] +henp | Jali+1+9-1/2,3/2]

And g (a,b)=fu“(1—u)b’1du is the incomplete beta function.

5.7. Rényi entropy
The entropy of a random variable X is a measure of randomness

contained in a probability distribution. The Rényi entropy is de-
fined as

1,0) = [log1 ()],

Where 1(5)=[f°(x)dx, §>0 ands=0.

Using Eqg. (6) yields

5(a-1)

1) =2aba’ [ x (B+x7) " [1-p (p4x7) ]
2)50-D
x{l{lfﬂ”(mw)’“” dx

e g [P0y

xBla(S+j+1)+(5-1/2,(6+1/2)] 27)
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Consequently, the Rényi entropy is given by using Eq. (27) in the
last definition.

5.8. Order statistics

Order statistics play an important role in probability and statistics.
Let x,, <x,,,..<X,, be the ordered sample from a continuous pop-

ulation with pdf f (x) and cdf F(x). The pdf of X, the k" or-
der statistics is from

n!

L 0= 4 =K1

fOO[FOO] x[1-F)]"

Then, the pdf the k" order KwCR random variable X, can be
obtained by using Egs. (5) and (6) in above equation to be

f)—2n abaf’ (pex)

TR x[1-pr(pex) ] (28)

Where
o- z[k Jflj(—l)' [i-[1-p(p+x) T}

b(n-k+j+)-1

Therefore, the pdf the 1" order KwCR random variable X is giv-
en by

) =2abapox (p4x7) " [1-p (pex) ] (29)

Where

nb-1

Q, :{1{175"(ﬁ+x2)’"]a}

Also, the pdf the n” order KwCR random variable X is given
by

f. () =2nabapQx (B+x*) 1= (pex) ] (30)

Where

n-1

Q, ={1—[1—,B°‘(,8+x2) “T}bil(l—{l—[l—ﬂ”(ﬂ+xz) J}j

Moreover, the joint distribution of two order statistics X,, <X is
given as

n!

fX (Xl'XZ)z
(K —1)!(s —k —1)i(n —s)!

f(x,)

t 0O [FOO] T [F)-F)] i-Fx)]
Using Egs. (5) and (6) in the last equation, we obtain

4nlab’a’p™ o
(k —D!s —k —1)}(n—s)! *

fX“"(Xl‘XZ)z

X Xlx?(ﬂJrXf)’(M)(ﬂ+x;)7(m)
(g (pex) T [ () ] (31)

Where

o, =5§1§[s -k —l)(k j_lj(—l)lﬁ {1—[1—ﬂa (ﬁ+xf),a}a}b(m)ﬁ—(kmz)

e |

b(n+l-s+1)-1

x{l—[l—ﬁ" (ﬁ+xj)’“ﬂ
5.9. Record statistics

Record values and the associated statistics are of great interest in
many real life applications such as industrial stress testing, mete-
orological analysis, hydrology and athletic events. Suppose
X, X,,...X, is asequence of independent and identical distribut-

ed random variables having cdf F(x) and pdf f(x) . Let
Y, =max(min){X ,X,,...X } for n>1. We say X, is an upper
(lower) record value of this sequence if Y, > (<)Y ,j>1. Thus
X, will be called an upper (lower) record value if its value ex-

ceeds (is lower than) that of all previous observations.
The pdf of X, . the r" upper record is given as ( see Ahsanullah

[7] and Arnold et al. [8])

1

ENRQRES

fr, X)=
Where
R(x)=—In[1-F(x)]

Then, the pdf the r" upper record KwCR random variable X
can be obtained to be

U

f,00=22 00 (poc) " fp(pec) ] @)

Where

b1 2D

s oy ] [ofbepioes ]

Furthermore, the joint distribution of the first n upper record
values x =(X, ., X, qn X, ) 1S given by (see Ahsanullah [7])

n-1 f
= (e o)

le n(X
H1-F(xy,,)

U(l)’XU(Z)"'”XU(n))

Consequently, for the KwBC distribution we get

b

xexp(Q, +Q, Q) (33)
Where
Q,=3Inx, —(@+D3In(B+x) ,
Q, =(@-DEI[1-p (B+x))*]
And

0, =$inf1-[1-4 (p+x) ]|
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Furthermore, the pdf of X, the r™ lower record is given as ( see . . . 1o .,

p L 9 ( afp ZW.\n(J+h+1) Xﬂ[a(]+h+l)72,3]:72X‘ (39)
Ahsanullah [7] and Arnold et al. [8]) iiho M ni=

1
(r-!

fr ()= [H O] f (x)

Where
H(x)=—In[F(x)]
So, for the KwCR distribution we have

_ 2abap”
B =2 Ty;

QX (B +x7)“?

[1-pr(B+x?) ] {1—|:1—ﬂ“(,6'+x2)’”:f}h ' (34)

Where
o, :7In{17{17[17/3“(ﬁ+xz) }”

Moreover, the joint distribution of the first n lower record values
X = (XX e X)) 1S GiVen by (see Ahsanullah [7])

na f (X )
f X s X oo X =f(x, -
1‘2‘,,n( L L@ L(")) ( (n))g F (X L(-))

Then, the joint distribution of the first n lower record values of
the KwCR distribution is given from

fop (X Xy X ) =2'a'b"a" B exp(Q,+Q, + (0 -1)0, -Q,) (35)

Where

1

o gt e p e 1]

6. Methods of estimation

In this section we obtain the moments and the maximum likeli-
hood estimates for the model parameters corresponding to the
KwCR distribution.

6.1. Moments estimation

The moment estimators for the vector of parameters
®=(a,pB,a,b)" can be obtained by equating population moments
with the sample moments as follows:

Then, we have:

aff S w,, (i +h+1) xplal] +h+1)71/z,3/2]:%gxﬁ (36)
ap 3w, (i +h+DB[a(j +h +1)_1,2]=%éxlz’ 37)
aJp zw(J +h+1) xB[a(j +h +1)73/2,5/2]:%‘"§X|3 (38)

And

It is impossible to solve Egs. (36-39) analytically to obtain the
moments estimates for «,f,aand b . We can use statistical soft-

ware to obtain the moments estimates numerically like Newton
Raphson iteration.
6.2. Maximum likelihood estimation

Letbe an independent random sample from the this x,x,,...x,

distribution, then the corresponding log-likelihood function is
given by

I =n[In(2) +Ina) + In(b) + In(cx) +a|n(ﬂ)]+ngln(xl) —(a +1)"§|n(n,)

+@-DEIn@- gy )+ b -DIn[1-Q- By )] (40)
Where 7 =B+x/.
The components of the score vector VI = ﬂ,ﬂ,ﬂ,ﬂ are
oa’' 9B oa’ b

given below:

al . . ., )
o= Tenin(g)-Sin) ~@-DE[pn (-pn) n(pn)]

| B (A= pon ) In( )
+ab -3 . (41)
Fx(1-(-pn) ]
%=n7a—(a+1)§n.’l—a(a—l)ﬁ””é{lsz;;}aa(b—1)ﬁ“
. Xlzn((m) [(liﬁa’];ﬂ )w :|a71
X3 , 42
{ i “2)
a n ¢ . . [(1—ﬁ”r7{")’“}a In(1- A7)
e Nl ‘1’2{ O B
And
A0 sim[1-(- )] (44)
ob b = '

The maximum likelihood estimates, say ©=(&, 3,4,b) of
@ =(a, $,a,b)" can be obtained by solving the system of nonlinear

equations (41) through (44). These equations cannot be solved
algebraically and it needed numeric iteration techniques.

7. Conclusion

This paper presents a new continuous distribution namely the
Kumaraswamy compound Rayleigh (KwCR) distribution that
generalizes the compound Rayleigh (CR) distribution. Basic prop-
erties of the new distribution are investigated including the mean,
variance, coefficient of variation, ordinary and incomplete mo-
ments, skewness, kurtosis, moment and probability generating
functions, reliability, hazard, reverse hazard and cumulative haz-
ard functions, Lorenz, Bonferroni and Zenga curves, Rényi of
entropy, order statistics and record statistics. We used the mo-
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ments and maximum likelihood methods to estimate the model
parameters.
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