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Abstract

This paper deals with a vector-borne disease model containing latency and nonlinear incidence rates. Global analysis
is completely determined by suitable Lyapunov functionals. We explicitely determine the basic reproduction number
and find that if this number is less than one then disease dies out, but if the number is larger than one, the disease
causing strain become endemic. The study shows that the latency delay explicitely influence the disease persistence.
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1. Introduction

Cooke [5] presented a mathematical model to describe the dynamics of a communicable disease through a vector
population based on the scenario below. Human beings are divided into three classes: the susceptible class with its
population denoted by S(t), the infective class with its population denoted by I(t), and the removed class with its
population denoted by R(t). The susceptible vectors are infected by infectious human individuals. It was assumed
in [5] that it takes an infected vector τ time units to become infectious. Being infectious, the vectors then infect
susceptible human individuals. Denote the populations of susceptible and infectious vectors at time t by VS(t) and
VI(t) respectively. As a vector population is usually quite large, it was also simply assumed in [5] that VI(t) is
proportional to I(t−τ). Adopting the mass action infection mechanism β̂VI(t)S(t), the force of infection for human
beings at time t is then given by

β̂VI(t)S(t) ≈ βI(t− τ)S(t). (1)

This leads to the following model of delay differential equations





Ṡ(t) = Λ− µS(t)− βS(t)I(t− τ),

İ(t) = βS(t)I(t− τ)− (µ + γ)I(t),

Ṙ(t) = γI(t)− µR(t),

(2)

where R is the population of the removed class. For more biological explanations and the mathematical results for
this model, see [1, 12, 16].
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Table 1: Description of variables and parameters of model (4).

Parameter Description
Λ Recruitment of individuals
1
µ Life expectancy
β Transmission coefficient of susceptibles to infectives
1
γ Average infected period of invectives
α Saturation level
µ1 Combination of infection induced death rate and natural death

rate of infectives

The mass action law for infection is the simplest mechanism since it assumes a linear incidence rate g(I) = βI.
Motivated by Capasso [3], many authors (see, e.g., [4, 9, 17, 20]) have used a saturating incidence rate defined by

h(I) =
βI

1 + δI
, (3)

where δ ≥ 0 determines the saturation levels when the infectious population is large. When δ = 0, this reduces to
the mass action incidence rate. Thus the saturated incidence rate is a generalization of mass action incidence rate
and is more reasonable as it reflects the crowding effect of the infective individuals. On the hand, delay has an
impact on the mortality of vector population. In this paper, we modified the model (2) to introduce delay induced
death rate as well as saturating incidence.

The rest of this paper is organized as follows. In Section 2, we formulate a vector-borne disease model based on
those in [5, 17, 14]. Equilibria and the basic reproduction number of the model are discussed in Section 3. Section
4 deals with global stability of the equilibria. Numerical simulations are given in Section 5. Finally, Section 6 offers
some concluding remarks and discussion.

2. A Vector-borne disease model

The model we present here is a straight forward modification of (2) by incorporating saturation incidence and
delay induced death rate of vector. To proceed, we denote by S, and I the sub-populations of susceptible and
infective classes respectively. Let R still be the population of the removed class. Following the discussion in the
introduction, the vector’s sub-populations can be omitted from the equations by including delays in the infectious
classes of human beings. In order to incorporate delay induced death rate and saturation incidence rate, we modified
the equation (2). Subsequently, the model equations of the dynamics of such a vector-borne disease, assuming a
saturating incidence rate, is then governed by the following system of delay differential equations:





Ṡ(t) = Λ− µS(t)− βe−dτS(t)I(t− τ)
1 + αe−dτI(t− τ)

,

İ(t) =
βe−dτS(t)I(t− τ)
1 + αe−dτI(t− τ)

− (µ1 + γ)I(t),

Ṙ(t) = γI(t)− µR(t).

(4)

The parameters in the model are summarized in Table 1. To avoid excessive brackets and notational ambiguity, we
use the convention: Iτ = I(t− τ).

For biological reasons, we need to pose the following conditions on initial values of the unknowns:

S(0) > 0 and I(θ) = φ(θ) ≥ 0 (5)

where

φ ∈ C([−τ, 0], R+). (6)
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3. Basic properties of the model

Applying the standard argument, one can easily show that for initial functions satisfying (5)-(6), the system (4)
has a unique solution with all components being non-negative. Adding all equations of (4), the total population
N = S + I + R satisfies

Ṅ ≤ Λ− µN.

Here we have used the reasonable assumption

µ ≤ µ1,

meaning the mortality rates for infectious individuals are not less than that of the susceptible individuals. By
comparison theorem, it follows that

lim sup
t→∞

N(t) ≤ Λ
µ

.

This suggests confining ourselves to the biologically feasible region

Γ =
{

(S, I, R) : S, I,R ≥ 0, S + I + R ≤ Λ
µ

}
. (7)

Since R is decoupled in (4), it is sufficient and reasonable to analyze the reduced two dimensional system




Ṡ(t) = Λ− µS(t)− βe−dτS(t)I(t− τ)
1 + αe−dτI(t− τ)

,

İ(t) =
βe−dτS(t)I(t− τ)
1 + αe−dτI(t− τ)

− (µ1 + γ)I(t).
(8)

Corresponding to (7), we only need to consider for (8) the following set

Γ1 =
{

(S, I) : S, I ≥ 0, S + I ≤ Λ
µ

}
, (9)

which is obviously positively invariant for (8).

3.1. Steady states

The system has a disease-free equilibrium (DFE) E0 given by,

E0 = (S0, 0), with S0 =
Λ
µ

.

There is a possible co-existence equilibrium (all components are positive), defined by

E∗ = (S∗, I∗) =
(

Λαe−dτ + µ1 + γ

βe−dτ + αµe−dτ
,

Λβe−dτ − µ(µ1 + γ)
(µ1 + γ)(βe−dτ + αµe−dτ )

)
.

It is readily seen that the co-existence equilibrium is biologically significant if and only if

R0 :=
Λβe−dτ

µ(µ1 + γ)
> 1, i = 1, 2. (10)

where R0 is the basic reproduction number of the model.
By Theorem 2 in [19], we have the following theorem relating the stability/instability of E0 to the value of R0.

Theorem 3.1 The DFE E0 is asymptotically stable, if R0 < 1; and it becomes unstable if R0 > 1.
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4. Global stability analysis

In this section, we discuss global stability of each of the equilibria. To this end, we apply Lyapunov functionals
similar to those recently used by [8, 10, 14]. Such Lyapunov functionals take advantages of the properties of the
function

g(x) = x− 1− ln(x), (11)

which is positive in R+ except at x = 1 where it vanishes. In the following theorems we show that each of the
equilibria exhibits global stability under some threshold conditions. We begin with the DFE E0.

Theorem 4.1 The DFE E0 is globally asymptotically stable if R0 < 1.

Proof: Consider the Lyapunov functional

V (S, I) = S0g

(
S

S0

)
+ I + βS0

∫ 0

−τ

I(t + θ)dθ.

Obviously, V is non-negative in the positive cone Ω = R+ × C([−τ, 0], R+), R+) and attains zero at E0. We need
to show V̇ is negative definite. Differentiating V along the trajectories of (8), we obtain

V̇ =
(

1− S0

S

)
Ṡ + İ + βe−dτS0(I − Iτ ),

=
(

1− S0

S

) (
Λ− µS − βe−dτSIτ

1 + αe−dτIτ

)
+

(
βe−dτSIτ

1 + αe−dτIτ
− (µ1 + γ)I

)

+ βe−dτS0(I − Iτ ),

= −µ (S − S0)
2 − βe−dτSIτ

1 + αe−dτIτ
+

βe−dτS0Iτ

1 + αe−dτIτ

+
(

βe−dτSIτ

1 + αe−dτIτ
− (µ1 + γ)I

)
+ βe−dτS0(I − Iτ ),

= −µ (S − S0)
2 − βe−dτS0I

2
τ

1 + αe−dτIτ
− (µ1 + γ)I + βe−dτS0I

= −µ (S − S0)
2 − βe−dτS0I

2
τ

1 + αe−dτIτ
+ (µ1 + γ)I

(
βe−dτS0

(µ1 + γ)
− 1

)
,

= −µ (S − S0)
2 − βe−dτΛI2

τ

1 + αe−dτIτ
+ µ(µ1 + γ)I (R0 − 1) .

Therefore, V̇ ≤ 0 if R0 < 1 with equality holding only at E0. By Theorem 5.3.1 of [7], the solutions approach
M, the largest invariant set of {dV

dt = 0}. Since dV
dt is zero only at E0, M = {E0} is a singleton set. Thus, the

equilibrium E0 is globally attractive if R0 < 1. Considering this fact along with Theorem 3.1, we can conclude that
the DFE is indeed globally asymptotically stable if R0 < 1.

Theorem 4.2 Let the co-existence equilibrium E∗ exist (i.e. R0 > 1). Then E∗ is globally attractive.

Proof: Consider the Lyapunov functional

V =
1

βe−dτf(Ī)
VS +

Ī

βe−dτ S̄f(Ī)
VI + V̄I

where

VS = g

(
S

S̄

)
,

VI = g

(
I

Ī

)
,

V̄I =
∫ τ

0

g

(
I(t− s)

Ī

)
ds,
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with

f(x) =
x

1 + αe−dτx
.

By the properties of g function, it is easy to see that the Lyapunov functional V is non-negative in positive cone Ω
and attains zero at E∗. That is V is positive definite. We need to show V̇ is negative definite. Differentiating V
along the solution of (8), we obtain

V̇ =
1

βe−dτf(Ī)
V̇S +

Ī

βe−dτ S̄f(Ī)
V̇I + ˙̄VI . (12)

Calculating each derivatives separately, we obtain

V̇S =
1
S̄

(
1− S̄

S

)
Ṡ,

=
1
S̄

(
1− S̄

S

)
(Λ− µS − βe−dτSf(Iτ )).

Using the equation of (8) for the equilibrium E∗ and rearranging the terms, we get

V̇S =
1
S̄

(
1− S̄

S

) (
µS̄ + βe−dτ S̄f(Ī)− µS − βe−dτSf(Iτ )

)
,

=
1
S̄

(
1− S̄

S

) {
µ(S̄ − S) + βe−dτ

(
S̄f(Ī)− Sf(Iτ )

)}
,

= − µ

SS̄
(S − S̄)2 + βe−dτf(Ī)

(
1− S̄

S

)(
1− S

S̄

f(Iτ )
f(Ī)

)
.

We define

x =
S

S̄
, y =

I

Ī
, z =

Iτ

Ī
,

and

F (z) =
f(Ī1z)
f(Ī)

=
f(Iτ )
f(Ī)

;

then we can write

V̇S = − µ

SS̄
(S − S̄)2 + βe−dτf(Ī)

(
1− 1

x
− xF (z) + F (z)

)
.

Similarly, evaluating V̇I , ˙̄VI and substituting in (12), the detail calculations are omitted here, we obtain

V̇ =
[
− µ

βe−dτf(Ī)
(S − S̄)2

SS̄
+

(
1− 1

x
− lnx

)
+

(
1− xF (z)

y
+ ln

(
xF (z)

y

))

+ F (z)− z + lnz − lnF (z)
]
.

(13)

Following [14] together with the fact that the first term in the above expression is negative,we can show that V̇ ≤ 0
with equality holding only at E∗. Thus, the solutions approach M, the largest invariant set of {dV

dt = 0} [7]. Since
dV
dt is zero only at E∗, M = {E∗} is a singleton set. Thus, the equilibrium E∗ is globally attractive.

5. Numerical simulations

In this section, we simulate the model for some parameter values. The parameters are chosen so that it can illustrate
some vital aspects of the model which have been also confirmed by analytical conclusions. In Figure 1, we see that
the disease free equilibrium is a global attractor where latencey, τ , is relatively large. As τ decreases the basic
reproduction number increases that leads the endemic equilibrium to become endemic(Figure 2). Therefore, the
latency has a vital impact on the disease dynamics.
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Figure 1: Global stable endemic equilibrium. Parameter values are β = 0.0042; γ = 0.021; µ = 0.02; µ1 = 0.02; τ =
7.0; and Λ = 200, giving R0 = 0.93.
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Figure 2: Global stable endemic equilibrium. Parameter values are β = 0.0042; γ = 0.021; µ = 0.02; µ1 = 0.02; and Λ =
200, giving R0 = 2.67.

6. Discussion

In this paper, we have formulated a vector-borne disease model with latency and saturating incidence rate. We
have shown that if the basic reproduction number R0 is less than one, the disease dies out from the population.
However, if R0 > 1 the disease persists.

The existence of equilibria and the value of reproduction number(10) depend, explicitly, on the latency delay.
As τ increases the basic reproduction number decreases. If the latency is long enough so that R0 < 1, then the
endemic equilibrium can not exist and disease will disappear shortly. The saturation level also has an impact on
the level of endemic equilibrium. The S component of endemic equilibrium increases, while I component decreases
as saturation level increases.

The global nature of the dynamics of this model is completely determined by selecting suitable Lyapunov
functionals. The numerical simulations also support this claim. It is observed that one of the equilibria is always
globally attractive. That is if an equilibrium is locally stable then is so globally.

Finally, our analysis evince that both delay and saturating incidence have an effect on the dynamics of infection
and disease.
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