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Abstract 

 

A modified chain regression type estimator for  population mean in the presence of non-response have been proposed replacing Han-

sen & Hurwitz (1946) estimator for population mean by Searls (1964) type improved estimator and using Hansen & Hurwitz (1946) 

estimator for  based on available information comparing to the study character  in the second phase sample. The expressions for MSE 

for fixed sample size   and also fixed cost   have been obtained. The empirical studies show that the proposed estimator is more effi-

cient than the relevant estimators in the case of fixed sample size as well as for fixed cost. 
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1. Introduction 

The use of coefficient of variation in the estimation of population 

mean have been considered by Searls (1964, 1967), Sen (1978) 

and Das & Tripathi (1980). In the case of non-response in the 

selected sample from the population, using Hansen and Hurwitz 

(1946) techniques of sub sampling from non-respondents. Khare 

and Srivastava (1993,95) have proposed two phase sampling esti-

mators for population mean in the presence of non-response. Fur-

ther, Khare and Kumar (2009,11) have proposed the estimators for 

population mean utilizing the coefficient of variation of the study 

character using auxiliary character in the presence of non-response. 

In the present paper, we have proposed modified chain regression 

type estimator for the population mean using known coefficient of 

variation of the study character in the presence of non-response 

and the Hansen & Hurwitz (1946) estimator x   for X  using the 

available information on the second phase sample. The properties 

of their proposed estimator have been studied and a comparative 

study of the proposed estimator has been made with the relevant 

estimators. An empirical study has been given in the support of the 

proposed estimator used in the case of positive correlation as well 

as in the case of negative correlation between study and auxiliary 

characters for fixed sample size  nn ,  and also fixed cost
0C C . 

2. The estimators 

Let (Y̅, X̅)and (Cy, Cx)  denote the population means and coeffi-

cient of variation of the study variable  y and auxiliary variablex. 

Here (y̅, x̅) denote the sample means of (y, x) based on a sample 

of size n drawn from the population using SRSWOR method of 

sampling. In the case of non-response in the selected sample of 

size n for the study character y, we observe that n1 units respond 

and n2 units do not respond. Further, a sub sample of size  

 

r =
n2

K
(K > 1) is drawn from n2 non-responding units by making 

extra efforts. Hansen and Hurwitz (1946) proposed an estimator 

for Y̅ which is given as follows: 

 

* 1 2
1 2

n n
y y y

n n
                                                                             (1) 

 

Where 1n and 
2n  are the responding and non-responding units in a 

sample of size n  selected from population of size N  by 

SRSWOR method of sampling. 
1y  and 

2y  are the means based on 

1n  and r units selected from 
2n non-responding units by 

SRSWOR methods of sampling. 

Similarly we can also define estimator for population mean X of 

auxiliary character x  based on 1n and r  unit respectively, which 

is given as; 

* 1 2
1 2

n n
x x x

n n
                                                                              (2) 

Variance of the estimators *y and *x are given by 

* 2 22
(2)

( 1)
( ) y y

W kf
V y S S

n n


                                                           (3) 

and 

* 2 22
(2)

( 1)
( ) x x

W kf
V x S S

n n


                                                            

(4) 

Where 1
n

f
N

  , 2
2

N
W

N
 , 2 2

(2)( , )y yS S  and 2 2

(2)( , )x xS S are popula-

tion mean squares of y  and x for entire population and non-

responding part of population. 

In case, when X̅  is unknown, we select a large sample of size 

n′(> 𝑛) from the population of size N by using SRSWOR method 
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of sampling and we estimate X̅ by x̅′ =

1

n′
∑ xi

n′

i=1  and again draw a 

sub-sample of size n and observed y and x characters. 

Two phase sampling regression estimators for population mean Y  

of the study character in the presence of non-response have been 

proposed by Khare and Srivastava (1995) and chain regression 

type estimators using additional auxiliary variable in two phase 

sampling in the presence of non-response have been proposed by 

Khare and Kumar (2010). Which are given as follows: 

 

 * * *

1T y b x x                                                                          (5) 

 * **

2T y b x x  
                                                                        

(6) 

T3 = y̅∗ + byx
′ {x̅′ + bxz

′ (Z̅ − z̅′) − x̅}                                           (7) 

T4 = y̅∗ + byx
′ {x̅′ + bxz

′ (Z̅ − z̅′) − *x }                                       (8) 

Where 
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j
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1

1
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1

n

x i
i

s x x
n 

 


byx
′ =

Ŝyx

sx
2 and bxz

′ =
Ŝxz

sz
2  . 

 

Using Searls (1964) method, Hansen & Hurwitz (1946) estimator 

y̅∗to be defined as y̅∗∗ = ay̅∗ for Y̅ in the presence of non-response, 

where a is a constant. The value ofa, for which the MSE(y̅∗∗) will 

be minimum is given by:  

 

a(opt.) = [1 +
f

n

Sy
2

Y̅2 +
W2(K−1)

n

Sy(2)
2

Y̅2 ]−1.                                           (9) 

 

Since 
Sy

2

Y̅2
 and 

Sy(2)
2

Y̅2
 do not differ significantly, so, we may approxi-

mate  
Sy(2)

2

Y̅2 = Cy
2 and neglecting the terms of order  

1

N
 , we have 

 

â(opt) = [1 +
Cy

2

n
(1 +

W2

n
(K − 1))]

−1

.                                        (10) 

 

Now, we define an estimator y̅∗∗ for Y̅ by improving the estimator 

y̅∗ using Searls(1964) method, which is given as follows: 

 

y̅∗∗ = [1 +
Cy

2

n
(1 +

W2

n
(K − 1))]−1y̅∗                                         (11) 

The mean square error (MSE) of y̅∗∗  is given as follows: 

MSE(y̅∗∗) = (1 − A)
Sy

2

n
+ (1 − 2B)

W2(K−1)

n
Sy(2)

2                       (12) 

Where, A =
Cy

2

n
[1 − W2

2(K − 1)2]  and  B =
Cy

2

n
[1 + W2(K − 1)] .  

Comparing MSE(y̅∗∗) with MSE (y̅∗) , we see that 

 

MSE(y̅∗∗) < 𝑀𝑆𝐸(y̅∗)When1 < 𝑎 < 1 +
1

W2
.                            (13) 

 

For the optimum choice ofa, the estimator y̅∗may be improved by 

replacing a better estimator y̅∗∗  of Y̅  than y̅∗  in case of non-

response. However the estimator y̅∗∗ may also be more efficient 

than  y̅∗ beyond the range ofa > 1 +
1

W2
.  

Now, using known coefficient of variation of the study character, 

Khare & Rehman (2014) have proposed chain regression type 

estimator for population mean in the presence of non-response, 

which is given as follows: 

TR = y̅∗∗ + 1b̂ {x̅′ + 2b̂ (Z̅ − z̅′) − x̅}                                         (14) 

 

Further, the estimator TR is improved by replacing *x in place ofx̅. 

The proposed estimator TR1 is given as follows: 

TR1 = y̅∗∗ + 1b̂ {x̅′ + 2b̂ (Z̅ − z̅′) − *x }                                    (15) 

 

Where 

1b̂ � =
Ŝyx

Sx
2 , Sx

2 =
1

N−1
∑ (Xi − X̅)2N

i=1
, Ŝyx =

1

N−1
∑ (Xi − X̅)(Yi −N

i=1

Y̅) , y̅∗∗ = ay̅∗
2b̂ =

Ŝxz

Sz
2 , Sz

2 =
1

N−1
∑ (Zi − Z̅)2N

i=1 ,Ŝxz =

1

N−1
∑ (Xi − X̅)(Zi − Z̅)N

i=1 . 

 

1b � =
Ŝyx

Sx
2 , 2b =

Ŝxz

Sz
2

,Ŝyx,Ŝzxand 2ˆ
xS  are based on available data  

 

under the given sampling design. 

In order to derive the expressions for the mean square error of the 

estimators: 

 

Let y̅∗ = Y̅(1 + ϵ0
∗ ), x̅∗ = X̅(1 + ϵ1

∗), x̅′ = X̅(1 + ϵ1
′ ), x̅ = X̅(1 +

ε1) and z̅′ = Z̅(1 + ϵ2
′ ) such thatE(ϵ0

∗ ) = E(ϵ1
∗) = E(ϵ1

′ ) =
E(ϵ2

′ ) = E(ϵ1) = 0, |ϵ0
∗ |, |ϵ1

∗|, |ϵ1
′ |, |ϵ2

′ |, |ϵ1| < 1. 
 

By using simple random sampling without replacement method of 

sampling, we get, 

 

𝐸(𝜖0
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1

𝑌̅2
𝑉(𝑦̅∗) =
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𝐶𝑂𝑉(𝑦̅∗, 𝑥̅′) =

1
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1

𝑛′ −
1
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1
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1
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1
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1

𝑛′ −
1

𝑁
) Sxz 

 

E(ϵ1
∗ , ϵ1

′ ) =  
1

X̅2
COV(x̅∗, x̅′) =

1

X̅2
V(x̅′) =

1

X̅2
(

1

n′ −
1

N
) Sx
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E(ϵ1
′ , ϵ2

′ ) =
1

X̅Z̅
COV(x̅′, z̅′) =

1

X̅Z̅
(

1

n′ −
1

N
) Sxz 

 

The contribution of the terms involving the powers in ϵ0
∗ , ϵ1

∗ , ϵ1
′ , ε1 

and ϵ2
′  of order higher than two in mean square errors are assumed 

to be negligible. So, the expressions for the MSE of the proposed 

estimator and relevant estimators will be considered up to the 

terms of order n−1 . 

3. Mean square errors of the proposed estima-

tor 1RT
 

The expression for the 1( )RMSE T  up to the form of order 𝐧−𝟏 is 

given as follows: 

 

     
2 2 2 * 2 2 2

1 1 1

1 1
( ) 1 2R x yxMSE T a Y a V y X b C XY ab C

n n
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 
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b b aY ZC b b Z C
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(16) 
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Where, a(opt.) = [1 +
f

n

Sy
2

Y̅2
+

W2(K−1)

n

Sy(2)
2

Y̅2
]−1,

  

Mean square errors of the estimators
1T , ,2T 3,T 4T  and

RT  are given 

as follows: 
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Where a(opt.) = [1 +
f

n

Sy
2

Y̅2
+

W2(K−1)

n

Sy(2)
2

Y̅2
]−1 

Where,

* 2 2 22
(2)

( 1)
( ) y y

W kf
V y Y C C

n n

 
  

   

 

ρyx(2) =
Syx(2)

Sy(2)Sx(2)
And (Syx(2), ρyx(2))  denote the covariance and 

correlation between y and x characters for the non response group 

of the population. 

4. Determination of ,  and n n k  for the fixed cost

0CC   

Let us assume that
0C be the total cost (fixed) of the survey apart 

from overhead cost. The expected total cost of the survey apart 

from overhead cost is given as follows:  

2
1 2 1 2 1 3( )

W
C h h n n h h W h

k

 
       

 
,                                           (22) 

Where 

1h  : The cost per unit of obtaining information on auxiliary char-

acter x at the first phase. 

2h  : The cost per unit of obtaining information on additional aux-

iliary character z  at the first phase. 

1h  : The cost per unit of mailing questionnaire/visiting the unit at 

the second phase. 

2h : The cost per unit of collecting, processing data obtained from 

1
n  responding units. 

3h  : The cost per unit of obtaining and processing data (after extra 

efforts) for the sub sampling units.  

The expression for, 1( )RMSE T can be expressed in terms of 

0 1 2, ,H H H and 
3H  which are the coefficients 1

n
, 1

n 
, 

n

k
 and 1

N
 

respectively. The expression of 1( )RMSE T is given as follows:  

 

0 31 2
1 min

 
( )R

H HH k H
MSE T

n n n N
   


                                            (23) 

 

For obtaining the optimum values of n , n , k  for the fixed cost 

0C C , we define a function  which is given as:  

 

 0min1)( CCTMSE R   ,                                   (24) 

 

Where  is the Lagrange’s multiplier? 

We differentiating   with respect to n , n , k  and equating zero, 

we get optimum values of ,n  n  and  k .which are given as follows:  
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Where 
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The minimum value of 
1( )RMSE T for the optimum values of ,n  n  

and  k in the expression
1( )RMSE T , we get:  
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Now neglecting the term of O ( 1N  ), we have 
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(30) 

5. An empirical study 

To illustrate the results, we have observed the data given by Khare 

and Sinha (2007).The description of the population is given below: 

The data on physical growth of upper socio-economic group of 95 

school children of Varanasi under an ICMR study, Department of 

Pediatrics, B.H.U., during 1983-84 has been taken under the study. 

The first 25% (i. e. 24 children) units have been considered as 

non-responding units. Here we denote the study character ( )y , 

auxiliary character ( )x  and the additional auxiliary character ( )z . 

Which are given as follows? 

y : Weight (in kg.) of the children. 

x : Skull circumference (in cm) of the children. 

z : Chest circumference (in cm) of the children. 

The values of the parameters of the ,  and y x z  characters for the 

given data are given as follows: 

 

19.4968 ,    Y  51.1726Z  , 55.8611X  , 0.15613,yC 

0.03006zC  , .05860xC  , (2) 0.12075,yC  (2) 0.02478zC  ,

(2) 0.05402,xC  0.328yz  , 0.846,yx  0.297,xz  (2) 0.570,xz 

0.25,2W  0.74, 95, 351W N n  
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Table 1: Relative Efficiency (in %) of the Estimators with Respect To 

*y

for the Fixed Values of ,n  n For Different Values of k ( N =95, n  

=70 and n =35) 

Estimators 
1 / k  

1/4 1/3 1/2 

*y  100 (0.3658)* 100 (0.2996) 100 (0.2333) 

1T  125(0.2933) 136(0.2197) 159 (0.1461) 

2T  135 (0.2710) 146 (0.2048) 168 (0.1387) 

3T  137 (0.2657) 149 (0.2013) 173 (0.1351) 

4T
 

246 (0.1491) 245 (0.1224) 242 (0.0957) 

RT  146 (0.2234) 162 (0.1833) 192 (0.1186) 

1RT
 

316 (0.1156) 309 (0.0967) 299 (0.0779) 

*Figures in parenthesis give the MSE (.). 

 

From table 1, we observed that for the fixed sample sizes ( ,n  n ), 

the proposed estimators 
1RT is more efficient in comparison to the 

estimators *,y 1T ,
2 ,T 3,T

4
T  andT

R
.Hence we propose to use the 

estimator 
1RT in practice using the given information on the coef-

ficient of variation of the study character. 

 

Table 2: Relative Efficiency (In %) of the Estimators with Respect to 
*y

(for the Fixed Cost 
0C C =Rs.220, 1c  =Rs. 0.90, 2c  =Rs. 0.10, 

1c =Rs. 2, 

2c =Rs. 4, 3c =Rs. 25).   

Estimators optk  
optn   

optn  Efficiency 

*y  2.68 --- 30 100 (0.38429)* 

1T  1.30 75 15 138 (0.27875) 

2T  1.07 76 14 136 (0.28185) 

3T  1.03 72 22 147 (0.25172) 

4T
 

1.10 65 19 157 (0.22567) 

RT  1.02 84 18 160 (0.21246) 

1RT
 1.09 85 16 185 (0.18572) 

*Figures in parenthesis give the MSE (.).
 

 

From table 2, we obtained that for the fixed cost 
0

C C  the pro-

posed estimators 
1RT is more efficient in comparison to the estima-

tors *,y 1T ,
2 ,T 3,T 4T  and

RT . 

6. Conclusion 

Hence, we conclude that the use of coefficient of variation of the 

study character increase the efficiency of proposed estimator 
1R

T  

is more efficient to relevant estimators *,y 1T ,
2 ,T 3,T 4T  and

RT . 

The values of n  and n  have been changed which makes the 

estimator more efficient than the relevant estimators in case of 

fixed cost using *,x replace of x  in estimator 
RT , we have been 

obtained modified estimator 1RT  is more efficient from the esti-

mator 
RT  in case of fixed sample size and fixed cost. 
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