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Abstract 

 

In this paper Adomian polynomials and Variational Iteration Method are employed for finding Volterra integral 

equations. The proposed technique involves Adomian Polynomials in the correction functional equation. The solutions 

have been found by suggested iterative scheme without any discretization, linearization, or restrictive assumptions, and 

it is quite efficient and is practically well suited. Two examples are given to verify the reliability and the efficiency of 

this method. 
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1. Introduction 

Solving functional equations are important because they have the ability to model many phenomena in real world. So, 

researchers are interested in finding the best way to determine the solution of equations. He [1-10] developed the 

variational iteration (VIM) and homotopy perturbation methods (HPM) for solving linear, nonlinear, initial and 

boundary value problems. It is worth mentioning that the origin of variational iteration method can be traced back to 

Inokuti, Sekine and Mura [11], but the real potential of this technique was explored by Him, Chinese engineer. The 

basic motivation of this paper is to apply the variational iteration method coupled with Adomian Polynomials for 

finding the solution of Volterra integral equation. In this algorithm the correct functional is developed and the Lagrange 

multipliers are calculated optimally via variational theory. The use of Lagrange multipliers reduces the successive 

application of the integral operator and the cumbersome of huge computational work while it is still maintaining a very 

high level of accuracy. The developed algorithm takes full advantage of He’s variational iteration and the Adomian 

decomposition methods. In following the concepts of methods are presented. 

2. Variational Iteration method 

To illustrate the basic concept of the technique, we consider the following general functional equation  

( ( )) ( ( )) ( ),L u x N u x g x                                                                                                                                                    (1) 

Where L is a linear operator, N is a nonlinear operator and ( )g x  is the forcing term. According to variational iteration 

method, we can construct a correct functional as follows 

( ) ( ) ( ( ( )) ( ( )) ( )) ,1 0   
xu x u x L u s N u s g s dsn n n n                                                                                                       (2) 

Where   is a Lagrange multiplier, which can be identified optimally via variational iteration method? The subscripts n 

denote the n-th approximation, and un is considered as a restricted variation. i. e. 0.un  Eq. (2) is called as a 

correction functional. 
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The successive approximation 1un , 0n   of the solution u will be readily obtained. In this method, it is required first to 

determine the Lagrange multiplier   optimally upon using the determined Lagrange multiplier and any selective 

function 0u , consequently, the solution is given by lim .u un n   

3. Variational iteration method using adomian polynomials 

To illustrate the basic concept of the technique, let’s consider the following general equation  

[ ( )] [ ( )] ( ),L u x N u x g x                                                                                                                                                    (3) 

Where L is a linear operator, N a nonlinear operator, and g(x) is the source inhomogeneous term. According to section 2, 

we can construct a correctional functional as follows 

 ( ) ( ) ( ( )) ( ( )) ( ) ,1 0   
xu x u x L u s N u s g s dsn n n n  0n  .                                                                                          (4) 

Adomian considers the solutions as a power series say: 

2 3 ...0 1 2 3
0

iV p v v pv p v p vi
i


     



                                                                                                                        (5) 

And the non-linear term as a series in terms of Adomian polynomials 

 ( ) , ,..., .0 1
0

N u A u u un n
n


 



                                                                                                                                              (6) 

After determining λ, we substitute (5) and (6) in (4); integral part multiplied in p. 

( ) ( ) ( ( ( )) ( ( ))) ( )0 0
0 0

( ) ( ) ( ) ( ) .0 0 0
0 0

   
      

   

   
      

   

n nxp v x u x p p L v s N v s g s dsn n n
n n

n nx xu x p p L v p N v ds p g s dsn n
n n



 

                                                                       (7) 

The comparison of the same powers of p gives solutions of various orders which are the variational iteration method 

using Adomian polynomials. 

4. Numerical applications 

In this section, we apply the variational iteration method using Adomian polynomials for solving Volterra integral 

equations. 

Example 4.1: Consider the following nonlinear Volterra integral equation of the first kind, 

cos( ) ( ) sin ,0
x x t u t dt x x                                                                                                                                                  (8) 

The exact solution of the problem is 

( ) 2sin , 0 x 1.u x x      

By differentiation with respect to x we have 

( ) sin( ) ( ) sin cos ,0
xu x x t u t dt x x x     

And then 

( ) sin cos sin( ) ( ) ,0
xu x x x x x t u t dt                                                                                                                               (9) 

We changed the integral equation of the first kind to a second kind by differentiation. 

The correction functional is given as the following form  

( ) ( ) ( ) 2cos( ) sin( ) sin( ) ( ) , 0,1,1 0 0
 
         

 

dx su x u x u s s s s s t u t dt ds nn n n n
ds

  

Making the correction functional stationary, the Lagrange multiplier can easily be identified as λ = -1. 

Applying the variational iteration method using polynomials Adomian, we obtain 

2 3 ... sin cos0 1 2 3v pv p v p v x x x       

 

2( ) ( ) ( ) ... 2cos( ) sin( )0 11 2
( 1) ,0 2sin( )( ( ) ( ) ( ) ...0 1 20

v s pv s p v s s s s
xp dsd s s t v t pv t p v t dt

ds

       
 

   
     
 

                                                                                        (10) 

Comparing the coefficient of the same powers of p, consequently, the following approximants are obtained 
0

0: ( ) sin cos ,p v x x x x 
 

1 2

1

1 1 1
: ( ) sin cos sin ,

4 4 4
p v x x x x x x  
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2 2 3

2

1 1 1 1
: ( ) sin cos sin cos ,

8 8 4 24
p v x x x x x x x x    

 
3 2 3 4

3

5 5 15 7 1
: ( ) sin cos sin cos sin ,

64 64 64 96 192
p v x x x x x x x x x x    

 
 

The solution in a series form is given by 

( ) lim 1 0 1 2 3
0

nu x p v v v v vp n
n


     



L                                                                                                               (11) 

 
Table 4.1: Comparing the Numerical Result of Modified Method with the Exact Solution of Eq. (8). 

x Exact solution Series solution Errors 

0.0 0.0000000000 0.0000000000 0.0000000000 

0.2 0.3973386616 0.3973280356 0.0000106260 

0.4 0.7788366846 0.7785005224 0.0003361622 

0.6 1.1292849470 1.1267806570 0.0025042900 

0.8 1.4347121820 1.4244399360 0.0102722460 

1.0 1.6829419700 1.6526697270 0.0302722430 

 

Table 4.1 exhibits the exact solution and the series solution along with the errors obtained by using the modified method. 

It is obvious that the errors can be reduced further and higher accuracy can be obtained by evaluating more components 

of u(x). 

Example 4.2: Consider the following nonlinear Volterra integral equation, 

( ) ( ) ( ) ,0
xu x x x t u t dt                                                                                                                                                   (12) 

The exact solution of the problem is 

( ) sin , 0 x 1.u x x    

The correction functional is given as follows 

( ) ( ) ( ) 1 ( ) ( ) , 0,1,1 0 0
 
        

 

dx su x u x u s s t u t dt ds nn n n n
ds

  

Making the correction functional stationary, the Lagrange multiplier can easily be identified as λ = -1. 

Applying the variational iteration method using polynomials, we obtain 
2 3

0 1 2 3 ...v pv p v p v x    
 

2 2( 1) ( ) ( ) ( ) ... 1 ( )( ( ) ( ) ( ) ...) ,0 11 2 0 1 20 0
dx sp v s pv s p v s s t v t pv t p v t dt ds
ds

 
              

 
                                             (13) 

Comparing the coefficient of the same powers of p, consequently, the following approximants are obtained 
0

0: ( ) ,p v x x
 

1 3 3

1

1 1
: ( ) ,

6 3!
p v x x x   

 
2 3 5 3 5

2

1 1 1 1
: ( ) ,

6 120 3! 5!
p v x x x x x   

 
3 3 5 7 3 5 7

3

1 1 1 1 2 1
: ( ) ,

6 60 5040 3! 5! 7!
p v x x x x x x x       

 
 

The solution in a series form is given by 

1 0 1 2 3

0

( ) lim ...n

p n

n

u x p v v v v v






     
 

 
Table 4.2: Comparing the Numerical Result of Modified Method with the Exact Solution of Eq. (12). 

x Exact solution Series solution Errors 

0.0 0.0000000000 0.0000000000 0.0000000000 

0.2 0.1986693308 0.1986639975 0.0000053333 

0.4 0.3894183423 0.3892476749 0.0001706674 

0.6 0.5646424734 0.5633464457 0.0012960277 

0.8 0.7173560909 0.7118943898 0.0054617011 

1.0 0.8414709748 0.8248015873 0.0166693975 

 

Table 4.2 exhibits the exact solution and the series solution along with the errors obtained by using the modified method. 

It is obvious that the errors can be reduced further and higher accuracy can be obtained by evaluating more components 

of u(x). 
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5. Conclusion 

In this paper, the modified variational iteration method has been developed for solving Volterra Integral Equations. The 

method is applied in a direct way without using linearization, transformation, discretization or restrictive assumptions. 

The proposed method is successfully implemented by using the initial conditions. 

It may be concluded that the variational iteration method using polynomials is very powerful and efficient in finding the 

analytical solutions for a wide class of boundary value problems. The calculations are obtained with the help of Maple 

15. 
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